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J. J. Kilgore 
Shell Development Company, 

Houston, Texas 

D. W. Childs 
Turbomachinery Laboratory, 

Texas A&M University, 
College Station, Texas 77843-3123 

Rotordynamic Coefficients and 
Leakage Flow of Circumferentially 
Grooved Liquid-Seals 
Measured leakage flow and rotordynamic coefficients for six, circumferentially-
grooved, liquid seals are compared to predictions based on Nordmann et al. 's 
(1986) grooved seal model. The grooved seal model uses a modification of Hirs' 
(1973) bulk-flow theory to account for the difference in friction factor in the cir
cumferential and axial directions due to the grooves. Also, the model uses an 
average groove depth to account for the circumerential flow in the grooves. Com
parison of the predicted and measured friction factors in grooved-seals with 
orbiting-rotors shows a poor correlation. In spite of the poor friction-factor correla
tion, the accuracy of predictions for rotordynamic coefficients are comparable to 
predictions of Childs et al. (1988) and Childs and Kim (1986) for smooth and hole 
pattern seals. 

Introduction 
The two seal types which have both the potential to develop 

significant rotor forces and influence the bending vibrations 
of the pump rotor are illustrated in Fig. 1. The neck or wear 
ring seals are provided to reduce the leakage flow back along 
the front surface of the impeller face, while the interstage seal 
reduces the leakage flow from an impeller inlet back along the 
shaft to the backside of the preceding impeller. Each of these 
seal types have geometries similar to plain journal bearings but 
typically have clearance-to-radius ratios on the order of 0.003 
as compared to 0.001 for bearings. The seals in this study have 
smooth rotors and circumferentially grooved stators. 

From a rotordynamics viewpoint, seal analysis has the ob
jective of predicting the coefficients of the following 
motion/reaction-force model 

" K k~ 

-k K 

+ 

n 
[yj 

~ C c~ 

- c C V\+M{y 

to yield zeroth and first-order equations. The zeroth-order 
equations define the flow and pressure fields for a centered 
position. The first-order equations depend on the zeroth-order 
solution and are used to define the rotordynamic coefficients. 
As a consequence of these developments, the rotordynamic 
coefficients depend on essentially static data for the centered 
position, viz., friction factor and inlet-loss correlations. 

Nordmann et al.'s (1986) grooved-seal analysis procedure is 
based on Childs (1983) finite length solution, which uses an ex
tension of Hirs' (1973) bulk-flow theory to calculate the rotor
dynamic coefficients and leakage flow. The Hirs-based theory 
characterizes the shear stress at the rotor or stator as an em
pirical power-law function of the Reynolds number of the 
form 

(1) 

T = H V 2 «Re m 

where Re is the Reynolds number defined by 

Re = ^ ^ . 

(2) 

(3) 

where X and Y are components of the seal-rotor displacement 
relative to its stator, and Fx and FY are components of the 
reaction force. The diagonal and off-diagonal stiffness and 
damping coefficients are referred to, respectively, as "direct" 
and "cross-coupled." The cross-coupled coefficients arise due 
to fluid rotation within the seal. The coefficient M models the 
seal's added fluid mass. 

Recent analyses to predict the rotordynamic coefficients of 
liquid annular seals use an expansion in the eccentricity ratio 

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division May 15, 1989. 

NECK RING 

-INTERSTAGE SEAL 

Fig. 1 Neck ring and interstage seals 
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and Vw is the magnitude of the velocity vector relative to the 
wall. The two empirical parameters change, depending on the 
relative roughness of the surface and the Reynolds number 
range. Nordmann et al. modify Hirs' turbulent lubricant 
equations to account for the difference in friction factor in the 
circumferential and axial directions due to the grooves. In ad
dition, an average groove depth is introduced to consider the 
circumferential flow in the grooves. The grooved seal model 
can be applied to stator with smooth or grooved surfaces, and 
tapered or constant clearance geometries. 

The grooved seal model of Nordmann et al. has been pro
grammed for solution, and predictions for leakage flow and 
rotordynamic coefficients are compared to experimental 
results for six parallel-grooved liquid seals. This comparison 
provides an additional basis for evaluating the model for seals 
with different geometries and higher Reynolds numbers. Also, 
the Hirs' friction factor model is compared to results derived 
from experimental data to determine the applicability of Hirs' 
formulation to grooved seals. 

Dynamic Measurements 

Figure 2 illustrates the dynamic seal-test apparatus. Fluid 
enters the center and discharges axially across the two seals. 
For dynamic tests, the rotor elements of the seals are mounted 
eccentrically to the bearing-enforced axis of rotation. Because 
of the eccentricity, shaft rotation generates a rotating pressure 
field. This transient pressure field is measured via five, axially-
spaced, strain-gauge, pressure transducers. Transient 
measurements are also made on the seal-rotor motion in the 
horizontal and vertical planes. The pressure signals are in
tegrated to yield force coefficients which are parallel and 
transverse to the rotating, seal-eccentricity vector; i.e., radial 
and circumferential force coefficients are calculated from test 
data. 

PROXIMITY 
PROGE 

(TYPICAL] 

NLET & OUTLET 
THERMOCOUPLE 

TYPICALl 

PRESSURE 
TRANSDUCER 

[TYPICAL] 

Fig. 2 High-Reynolds-number seal test section 

The test section and flow loop achieve high-Reynolds 
number by pumping Halon (CBrF^), a Dupont-manufactured 
fire extinguisher fluid and refrigerant. Additional details of 
the test section and flow loop are provided by Childs et al. 
(1982). 

The dynamic test apparatus yields circular-orbital motion of 
the form 

X=A cos cot, Y=A sin wt, (4) 

where the orbit-magnitude A is 89/xm for the seals tested. 
When substituted into equation (1), this motion yields the 
following definition of force coefficients which are, respec
tively, parallel and perpendicular to the rotating displacement 
vector 

Fr/A =~K- cw + Mu2 

FJA = k-Ca. (5) 
Observe that the cross-coupled-stiffness coefficient k yields a 
"driving" tangential contribution in the direction of rotation 
while the direct damping coefficient develops a drag force op
posing the tangential velocity. 

N o m e n c l a t u r e 

A = rotor orbit 
magnitude, (L) 

C,c - direct and cross-
coupled damping 
coefficients, (FT/L) 

C = minimum seal 
clearance, (L) 

Cd = seal discharge coeffi
cient defined by 
equation (8) 

Cg = seal groove depth, 
(L) 

C* = average groove 
depth, (L) 

Fx<Fy = s e a l reaction-force 
components, in
troduced in equation 
(1), (F) 

Fr/A=fr, 
Fe/A =fe = experimental seal 

force components in 
the radial and cir
cumferential direc
tions, respectively, 
(F/L) 

K,k = direct and cross-
coupled stiffness 
coefficients, in
troduced in equation 
(1), (F/L) 

Kef,Cef,Mef 

L 
LG 

LL 

M 

nr,mr 

nsz,msz 

nsS<msO 

AP 

R 
Ra = lVCplii. 

= equivalent linear 
stiffness, damping, 
and added mass 
coefficients, in
troduced in equation 
(6) 

= seal length, (L) 
= seal groove width, 

(L) 
= seal groove land 

length, (L) 
= direct added fluid 

mass coefficient, in
troduced in equation 
(1), (M) 

= Hirs' coefficients for 
the rotor 

= Hirs' coefficients for 
the stator in the ax
ial direction 

= Hirs' coefficients for 
the stator in the cir
cumferential 
direction 

= nominal pressure-
drop across seal, 
(F/L)2 

= seal radius, (L) 
= axial Reynolds 

number 

/ 

ue = Ue/Rw 

V 

X,Y 

e=A/C 

K 

K 
\X'\B 

CO 

p 

s 
ft 

= independent variable 
time, (T) 

= dimensionless cir
cumferential compo
nent of velocity 

= centered-position 
average axial fluid 
velocity, (L/T) 

= seal rotor-to-stator 
relative displace
ment, (L) 

= seal dynamic eccen
tricity ratio 

= dimensionless fric
tion factor for the 
rotor and stator 
combined 

= dimensionless rotor 
friction factor 

= dimensionless stator 
friction-factors in 
the axial and cir
cumferential 
directions 

= rotor angular veloci
ty, 7 - ' 

= fluid density, M/L3 

= inlet pressure-loss 
coefficient 

= absolute viscosity 
, FT/L2 
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Table 1 Dimensions of grooved seals tested Seal 1 

R = 50.42 mm, L = 50.8 mm 

Seal 
No. 

1 
2 
3 
4 
5 
6 

C 
(mm) 

0.470 
0.472 
0.381 
0.508 
0.635 
0.762 

c g 
(mm) 

0.445 
0.275 
1.143 
1.016 
0.889 
0.762 

LL 
(mm) 

2.00 
1.50 
1.60 
1.60 
1.60 
1.60 

La 
(mm) 

2.00 
2.50 
1.60 
1.60 
1.60 
1.60 

No. of 
Grooves 

12 
12 
15 
15 
15 
15 

Rectangular groove cross-section 

Saw-shaped groove cross-section 

Fig. 3 Parallel-grooved seal geometry showing rectangular and saw-

shaped groove cross-sections 

The apparatus of Fig. 2 can be used to measure Fr/A and 
Fg/A versus Reynolds number and running speed. However, it 
can not separately identify the coefficients of equation (5) 
because they depend on running speed. Equation (5) can be 
used as the basis for a quantitative comparison between theory 
and experiment. By assuming that k and c vary linearly with o>, 
the result is 

fe=Fe/A = Cefu 
fr=Fr/A=Kef+Me/u\ (6) 

The assumed forms of these equations are entirely consistent 
with the test data; i.e., fB is a linear function of to and/,, is a 
function of co2. 

Test results are obtained for a fixed, axial, Reynolds 
number over a range of running speeds and then curve-fitted 
to obtain Kef, Cef, and Mt ec

static Measurements 
Static measurements include upstream and downstream 

temperature and pressure measurements. Additionally, static 
pressure-gradient results are provided by the five axially 
spaced pressure transducers which are also used to measure 

the reaction force components. These .transducers are located 
symmetrically about the midplane of the seal at .05, .23, and 

100000 125000 150000 175000 200000 225000 250000 275000 300000 

Re/nolds Number 

Seal 2 

.05 

.0475 

.045 

.0425 

.04 

.0375 

.035 

.0325 

.03 

.0275 

.02,5 
5000 100000 125000 150000 175000 200000 225000 250000 275000 300000 

Reynolds Nusber 

Fig. 4 Measured and theoretical values for Xc versus Rg and a for seals 

1 and 2 

Seal 3 

BO000 100000 120000 140000 160000 180000 200000 220000 240000 260000 

Reynold! Number 

Seal 4 

.046 

.044 

.042 

.04 

.038 

.036 

.034' 

.032 

.03 

.028 

- Meagured 

0.00567 
0.016 

l -
2 -
3 -
• 1 -

5 -
6 -

—— Theory 
1000 RPM 
2000 RPM 
3000 RPM 
•1000 RPM 
5300 RPM 
7200 RPM 

100000 150000 200000 250000 300000 350000 

Reynolds Number 

Fig. 5 Measured and theoretical values for Xc versus fia and u> for seals 

3 and 4 
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Seal 5 

.05 

.048 

.046 

•- .044 

g - ° 4 2 

~ .04 

£ .038 

•E -036 

I -034 

.032 

.03 

.028 

„ = 0.134 
r - -0.056 

= 0.00417 
= 0.016 

1 -
2 -
3 -
4 -
5 -
6 -

1U0O RPM 
2000 RPM 
3U00 RPM 
•1000 RPM 
5300 HPM 
7200 IIPM 

700000 150000 200000 250000 300000 350000 400000 450000 

Reynold! Number 

.055 

.0525 

.05 

; .0475 

! .045 

: .0425 

; .04 

' .0375 

.035 

.032,5.' 

11)01) RPM 
2000 IWM 
3000 RPM 
4000 RPM 
5300 IIPM 
7200 JU'M 

5000 100000 125000 150000 175000 200000 225000 250000 275000 300000 
Reynolds Number 

Fig. 7 Typical speed dependency for measured values of Ac versus Ra 

and u), shown for seal 1 

Seal 6 

7i„ = 0.116 
n r = 0.016 

1 -
2 -

3 -
4 -
5 -
6 -

1000 RPM 
'2t)U0 lU'M 
3000 RPM 
4000 RPM 
5300 RI'M 
7200 RPM 

Fig. 6 
and 6 

150000 200000 250000 300000 350000 400000 450000 500000 550000 

Reynolds Number 

Measured and theoretical values for X- versus Ft- and a seals 5 

.5 of the seal length. The inlet-loss coefficient is defined by the 
pressure measurement upstream and immediately inside the 
seal. The axial pressure gradient is defined by the three 
centered pressure taps at .23L, 0.5L, and 0.77L. 

Grooved Seal Geometry 

The seals tested are not tapered and have the same length L 
and radius R. The groove geometry is described by the groove 
depth Cg and the groove length LG and land length LL. Nord-
mann et al.'s (1986) analysis assumes that the groove depth Cg 

has the same order of magnitude as the average seal clearance 
C. The clearance-to-radius ratios used here are substantially 
larger than conventional practice to maximize the axial and 
circumferential Reynolds numbers. Table 1 shows the dimen
sions for each of the seals tested. Note that seals 3 through 6 
simulate increasing clearances due to seal wear. 

The average groove depth C* is defined for a rectangular 
groove by 

C* = - ~ • (7) 

An exception for equation (7) occurs for seals 1 and 2, because 
these seals have a saw-shaped groove cross-section. To ac
count for this difference, half of the actual groove depth was 
used in the average groove depth calculation. Figure 3 il
lustrates the geometry of seals with rectangular and saw-' 
shaped groove cross-sections. 

Empirical Turbulence Parameters 

Nordmann et al.'s (1986) analysis characterizes the cir
cumferential and axial surface roughness of the stator with the 
empirical parameters nsS, mse, and nsx, msx, respectively. 
Rotor surface roughness is characterized by the empirical 

parameters nr and mr. These empirical parameters must be 
determined before the predictions for the rotordynamic 
parameters and leakage flow can be made. The empirical 
parameters of the grooved stator in the circumferential direc
tion na, ms0 and the smooth rotor nr, mr are assumed to be 
the same and are obtained from Childs et al. (1988), which 
shows the clearance effects on leakage and rotordynamic 
parameters of smooth seals. Parameters nr, mn nse, and mse 

are selected from Child's report by matching the grooved seal 
clearance, as closely as possible, to the smooth seals. Deter
mination of empirical parameters nsx,msx for the friction fac
tor of the grooved stator in the axial direction is done with 
Childs et al. (1989) method. 

Friction Factor and Empirical-Parameter Results 

For each of the six grooved seals tested, Figs. 4 through 6 
presents the predicted and experimental results for the com
bined axial friction-factor of the rotor and stator, Xc, which 
have been plotted versus axial Reynolds number Ra = 2VCp//x 
for each running speed case. 

The curves in these figures show poor agreement between 
predicted and measured values of Xc. The predicted curves for 
the combined friction factor Xc show a much higher speed sen
sitivity than the measured curves over the entire Reynolds 
number range. Furthermore, the friction factor model 
characterizes combined friction factors as an exponential 
decaying function of Reynolds number, while the experimen
tal results show friction factors that are either relatively con
stant or slightly decreasing functions of Reynolds number. 
Also, the predicted friction factors increase with increasing 
rotor speed, while, in general, the measured friction factors 
have mixed speed dependency at lower Reynolds numbers and 
have a definite decrease with increasing rotor speed at higher 
Reynolds numbers. Generally, this transition in speed 
dependency occurs at Reynolds numbers between 100,000 and 
200,000. Figure 7 illustrates typical experimental friction fac
tors Xc versus Reynolds number and running speed to clearly 
show the speed dependency for the experimental curves, which 
is more difficult to see in Figs. 4 through 6. 

Leakage Flow 

Leakage flow results are presented in terms of the discharge 
coefficient. The predicted velocity Kfrom the solution of the 
zeroth-order equation is used to calculate the predicted 
leakage coefficient Cd~

xn in the definition. 

V=Cd~^ 
2AP 

(8) 

Figures 8 through 10 illustrates the predicted and measured 
leadkage coefficient Cd~~W2 versus average differential 
pressure AP and running speed for the each of the seals. 
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Seal 1 Seal I 

-o 460 

"g 440 

£420 

1 400 

1000 RPH 
2000 HI'M 
3000 HPM 
4000 HPM 
5300 HPM 
7200 HPM 

. 1Z.5 15. 17.5 
DELTA P (ban) 

20. 22.5 25. 27.5 

7 490 

i, 480 

'Z 470 

| 460 

S-,450 

S 440 

Measured Trier 

JO 15 20 

DELTA P (bars) 

Seal 2 

1 - 101)0 HPM 
2 - 2000 HI'M 
3 - 3000 HPM 
4 - 4000 HPM 
5 - 5300 HPM 
6 - 7200 HPM 

. 12.5 15. 

DELTA P (bar; 

17.5 20. 22.5 25. 27.5 

DELTA P (bars) 

650 

625 

S600 

' ,575 

1 550 

- 525 
S 
° 500 
D 

8 <75 
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A\ 

\ 

Meas 

lsffe=^^^^ 
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2 -
3 -
4 -
5 -
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§§§§I§ES 

1000 HPM 
2000 ItPM 
3000 HTM 
4000 HPM 
5300 HPM 
7200 HPM 

srif 

Fig. 8 Measured and predicted Cd
 1 '2 x 1000 versus AP and o> for Fig. 10 Measured and predicted Q - 1 ' 2 x 1000 versus AP and u for 

seals 1 and 2 seals 5 and 6 

Seal 3 

x 520 

f 500 

;g 480 

o 460 

S 440 

15 20 25 30 35 40 
DELTA P (bars) 

Seal 4 

1 -
2 -
3 -
4 -
5 -
6 -

1000 HPM 
2000 HPM 
3000 lU'M 
4000 HPM 
5300 HPM 
7200 HPM 

DELTA P (burs) 

1/2 Fig. 9 Measured and predicted Cd 

seals 3 and 4 
x 1000 versus AP and u for 

Observe that in each of the plots the measured leakage coef
ficients are fairly constant over the AP range and are speed in
sensitive compared to the predicted leakage results. In general, 

1 - 1000 RPM 
2 - 2000 HPM 
3 - 300D RPM 

HPM 
5 - 5300 RPM 
6 - 7200 RPM 

7.5 10. 12.5 15. 17.5 20. 22.5 25. 27.5 

DELTA P (borj) 

Fig. 11 Typical speed dependency for experimental values of 
Cd

 _ 1 / 2 x 1000 versus AP and running speed, shown for seal 2 

the speed sensitivity of the theoretical leakage coefficients are 
higher than the experimental leakage coefficients at lower AP 
and are the same or slightly higher at higher AP. Also, each of 
the plots shows the theoretical leakage coefficient decreases 
with increasing rotor speed, while the experimental leakage 
coefficients increases increases with increasing rotor speed 
over most of the higher AP range and have mixed rotor speed 
dependency at lower AP. The transition in speed dependency 
found in the measured friction factors is also found in the 
measured leakage coefficient results. Figure 11 illustrates 
typical experimental leakage coefficients Cd~

yl versus AP 
and running speed to clearly show the speed dependency which 
is more difficult to see in Figs. 8 through 10. 

In general, there is poor agreement between the predicted 
and measured leakage coefficients at lower differential 
pressures, but improvement in the agreement is shown at high 
differential pressures. The theoretical leakage coefficient 
results show the same characteristics as the friction factor 
model; however, when the friction factor increases the leakage 
coefficient decreases. The measured leakage coefficient results 
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Table 2 Measured values for Kef, Cef, and Mef; comparison of theory and experi
ment, SI units 
RaaxW~5 K„rXlO-6 C„, M„f K, 

SEAL 1 

(EXP) 
' e / ef of c, ef M, ef 

(EXP) (EXP) (EXP/TH) (EXP/TH) (EXP/TH) 

0.898 
1.30 
1.60 
2.20 
2.87 

SEAL 2 

0.895 
1.30 
1.60 
2.20 
2.89 

SEAL 3 

0.900 
1.30 
1.70 
2.19 
2.51 

SEAL 4 

1.19 
1.89 
2.20 
2.79 
3.51 

SEAL 5 

1.29 
1.99 
2.78 
3.48 
4.29 

SEAL 6 

1.59 
2.58 
3.37 
3.77 
5.08 

0.271 
0.495 
0.741 
1.47 
2.28 

0.264 
0.620 
0.930 
1.62 
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Fig. 12 Experimental Kef versus average AP for seals 3, 4, 5, and 6 
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Fig. 13 Experimental Cel versus average AP for seals, 3, 4, 5, and 6 

are consistent with the measured friction factor curves, i.e., 
both show reduced speed sensitivity and relatively constant 
values as a function of Reynolds number or AP. 

Rotordynamic Coefficients 

After the empirical coefficients are determined for the 
friction-factor model, predictions can be made for rotor-
dynamic coefficients. Integrating the pressure-field solution of 
the first-order equations yields fr and/„ which are curve-fitted 
to obtain the predicted effective rotordynamic coefficients. 

Table 2 shows the experimental results and comparison be
tween experiment and theory for Kej, Cef, and Mef. Com
parison between experiment and theory for Kef shows an 
underprediction by theory for most seals, with most being 
within 40 percent and all showing improvement as Reynolds 
number increases. This improvement is expected since the fric
tion factor correlation improves at higher Reynolds number. 
In addition, the present analysis uses a constant inlet-loss 
model where the inlet loss coefficient is found at the higher 
Reynolds numbers. 
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Comparison for Mef shows the predicted values are much 
lower than the experimental values. The present model does 
not provide a useful prediction for Mej, which is consistent 
with previous experience with Hirs-based, bulk-flow, predic
tions. The predicted values for Cef are relatively close to the 
experimental values with most being underpredicted by theory 
and within 10 percent. 

As a practical consideration, the geometry of seals 3 
through 6 were designed to simulate increasing clearance due 
to wear. Comparing the experimental results in Fig. 12 at the 
same AP shows Kef to decrease by about 40 percent between 
seals 3 and 6; however, Kej for seal 6 shows an increase over 
seals 4 and 5 and is about the same as seal 3. In addition, Fig. 
13 shows Cef to decrease by about 30 percent as the seal 
clearance wears from 0.381 mm to 0.762 mm, which amounts 
to a doubling of the original clearance. In contrast to smooth 
seals, Childs et al. (1988) shows that both Kef and Cef decrease 
by about 40 percent when the clearance is doubled. 

The principal uncertainty in the measurements arises from 
the pressure transducers and their associated filters and signal 
conditioners. The absolute uncertainty in the pressure 
measurements is approximately 6.9X103 Pa (1.5 psi). This 
yields a relative uncertainty in measured pressure gradients on 
the order of 10 percent at the lowest axial Reynolds numbers 
to 1 percent at the highest. Relative uncertainty of the radial 
force coefficient fr is on the order of 10 percent across the 
operating speed range; while, fg has an uncertainty on the 
order of 5 percent. 

Summary and Conclusions 

The comparison of predicted friction factors to experimen
tal results demonstrates that the Hirs' friction model does not 
adequately model the friction factor of grooved seals with 
orbiting-rotors. The friction factors of the model increase with 
increasing rotor speed, while the measured friction factors 
have mixed rotor speed dependency at lower Reynolds 
numbers and a definite decrease with increasing rotor speed at 
higher Reynolds numbers. Furthermore, while the model 
predicts the friction factor to be an exponential decaying func
tion of Reynolds number, the data show it to be a fairly con
stant or slightly decreasing function of Reynolds number. 
Caution is recommended when using Nordmann et al.'s model 
for higher speed and Reynolds number applications, due to 
the divergence between the measured and predicted friction 
factors. 

The effects of the nonconforming friction factor model can 
be seen in the predictions for leakage coefficients. The speed 
dependency of the friction factor model is particularly 
noticeable in the predictions for leakage coefficients. The 

predicted leakage coefficients decrease with increasing rotor 
speed, while the measured leakage coefficients increase with 
increasing rotor speed at higher AP. In addition, better 
leakage predictions are obtained at higher AP where, 
regardless of the difference in friction factor speed dependen
cy, the predicted friction factors are closer to the measured 
results. At lower AP, leakage predictions and friction factor 
correlation are both poor. 

In spite of the poor correlation of the Hirs' friction factor 
model, the predictions of rotordynamic coefficients for 
grooved seals are reasonable. In general, the present analysis 
tends to underpredict KeJ- and slightly overpredict Cef. Most of 
the predictions for Kef are within 40 percent and most of the 
predictions for Cey are within 10 percent. The grooved seal 
analysis does not provide a useful prediction for Mef, which is 
consistent with past experience using Hirs-based models. 

These resuls are encouraging, in that the grooved seal model 
predictions for rotordynamic coefficients are better than ex
pected given the poor correlation of the friction-factor model. 
In fact, at this time Nordmann et al.'s grooved seal model is 
the best available method for predicting rotordynamic coeffi
cients in liquid grooved seals without using a more expensive 
finite-element or finite-difference analysis. However, there is 
still motivation to find a new friction factor model to use in 
Nordmann's analysis, which would improve the prediction 
capability. 
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Calculation of Turbulent Flows in a 
Hydraulic Turbine Draft Tube 
A numerical method to simulate three-dimensional incompressible turbulent flows 
has been developed and applied to the calculation of various flow situations in a 
draft tube. The conservative form of the primitive-variable formulation of the 
Reynolds averaged Navier-Stokes equations, written for a general curvilinear co
ordinate system, is employed. An overlapping grid combined with opposed differ
encing for mass and pressure gradients is used. All the properties are stored at the 
center of the same computational cell which is used for mass and transport balances. 
The k-e model is used to describe the turbulent flow. The boundary conditions for 
the turbulent properties are treated with a particular attention. 

1 Introduction 

Internal flows are encountered in a wide variety of turbo-
machinery components. In most situations of practical rele
vance, these are three-dimensional and of a turbulent nature. 
In view of its importance in the design and analysis of such 
equipment, many attempts have been made to set up models 
to represent these complex phenomena accurately. These are 
usually based on the Reynolds averaged Navier-Stokes equa
tions. A general aim is to make these Navier-Stokes solvers 
more reliable and cost effective to be incorporated in the design 
environment. 

In this respect, a control-volume scheme previously applied 
to the solution of two-dimensional laminar [1] and turbulent 
flows [2, 3], and three-dimensional laminar flows [4] is ex
tended to three-dimensional turbulent phenomenons, and ap
plied to investigate the flow field in a draft tube. The flow 
behavior within this turbine component is complex, not only 
because its configuration changes dramatically from the inlet 
to the outlet, but also because the inlet flow is swirling and 
nonuniform. The use of this conduit of increasing cross-section 
which connects the runner exit to the tail race, results in a 
reduction of the velocity of the water exiting, and in a cor
responding gain of pressure head. This has a direct impact in 
the efficiency of the turbine, thus a better understanding of 
the flow process within this component, is highly desirable. 

The fluid flow is modelized by the time dependent Reynolds 
averaged Navier-Stokes equations closed with the two-equa
tions model of turbulence k-e. This set of equations is for
mulated in a strong conservative form for a general curvilinear 
coordinate system, which is numerically generated by using a 
body-conforming method [5]. 

The adopted k-e turbulent model needs a special treatment 
near the solid wall to take into account the viscous-turbulent 
interaction. This problem is treated via the "wall function" 
technique. Instead of the standard "slip-velocity" approach 
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currently applied to incorporate the boundary conditions, an 
alternative technique based on an "equivalent viscosity" and 
the actual zero-velocity condition is used. The main feature of 
this method is that it does not require the direction of the 
velocity at the first node near the wall. This not only implies 
an easy implementation for three-dimensional codes but a re
duction on the computing time as well. 

The approximation procedure is characterized by the use of 
the same element to compute the velocity components, the 
pressure, and the turbulent properties (k-e). These variables 
are located at the center of the computational cell. In order 
to avoid unrealistic fields characteristic of such discretizations, 
an overlapping mesh structure, together with opposed differ
encing for pressure and mass flux in the main flow direction 
is applied. 

The coupling between the pressure and velocity fields, as
sociated with the computation of incompressible flows, is solved 
by following a fractional step methodology [6] modified and 
developed for a curvilinear mesh. 

The present method has been first validated by computing 

CU 

• j , j 

Cf*i 
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i + } . j «-c. 
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Fig. 1 Computational cell in the plane k = const 
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the flow within a curved duct of square section. Then, nu
merical simulations in a typical draft tube configuration, under 
different operating conditions, were carried out. 

2 Governing Equations 

The unsteady, Reynolds averaged Navier-Stokes equations 
for incompressible flows, along with the closure k-e model, 
can be written in the following conservative form for a cur
vilinear system: 

continuity: 

ar 
(/[/") =0 (1) 

momentum: 

_a 
dt 

a a / / MW 
Uk)+ — UkU-)= — [ve/akj[g^yVeGt • 

a (2) 

^-equation: 

d_ 

dt 

e-equation: 

hJe)+^Je^)=Mv'/a',(sr%)) 
+ veCiG*e/k-C2-k 

(3) 

(4) 

where £'", with the superscript m = 1,2, 3 indicates the "stream-
wise", "normal" and "binormal" directions respectively. The 
symbols / , and gmJ denote the Jacobian and the metric tensor 
components of the coordinate transformation respectively. The 
term ve appearing in the momentum equations, represents the 
effective viscosity given by: 

--v,+ (5) 

in which \/Re stands for the dimensionless molecular viscosity, 
and v, the dimensionless turbulent viscosity. This is associated 
to k and e by the relation: 

The source term G* appearing in the k-e equations is given 
by the following expression: 

*~ W ' dxj + d$; " a * y a?' dxj (7) 

The value of the five empirical constants appearing in equa
tions (3), (4), and (6) is given in [7] as: 

C, = 1.44 C2=1.92ak=l. a£=1.3 Q = 0.09 

Finally, the Cartesian velocity components «,• and the con-
travariant velocity components If" are related by: 

a£'n 

U"'^uf ay 
(8) 

where x1, with the index ;'= 1, 2, 3, represents the Cartesian 
coordinates. 

3 Numerical Procedure 

3.1 Spatial Discretization. The control volume structure 
previously employed in the calculation of two-dimensional tur
bulent flows [2, 3], and three-dimensional laminar flows [4] 
is extended to the present three-dimensional turbulent simu
lations. Figure 1 shows the basic cell in the £ ' - £ 2 plane 
(k = const). The treatment in the £ ' - £ 3 plane is similar. This 
computing cell is used for the pressure and the transport equa
tions, with the corresponding variables stored at the center 

Hj'*)° f the element. 

--cd- (6) 

In order to perform the balance over a finite-volume, the 
fluxes at the cell faces are estimated as follows: in the "stream-
wise-^1" direction, the mass flow Ul and the pressure p are 
calculated via upwinding and downwinding respectively; in the 
two other directions £2, £3, and as a consequence of the over
lapping mesh disposition, all the properties are known at the 
cell faces, with the exception of the pressure which is inter
polated. On the other hand, the convected property fluxes and 
diffusion terms at all cell faces are calculated by following the 
weighted upstream difference scheme of Raithby and Torrance 
[8]. For more details see reference [4], 

3.2 Temporal Differencing and Pressure Equation. The 
system to be solved includes the continuity equation, and five 
transport equations, three for the Cartesian velocity compo
nents and two for the k-e turbulence properties. The time 
differencing used is semi-implicit, and in compact form can 
be written as: 

C\, Co, Cj, 
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qn+x = qn + At{ Tvq + Sq-Tcq)"-5 [Atgrad (p" + ' )] (9) 

In this relation, the symbol q stands for all transported 
properties, n for the time level and At for the time step, while 
Tc, Tvq, and Sq denote the convective, viscous, and source 
terms, respectively. The parameter 5 takes the value 1 for the 
momentum equations, and 0 for the other transport balances. 
It should be noted that only the pressure gradient in the mo
mentum equations, is evaluated in an implicit manner. For the 
particular case of these equations, equation (9) leads to the 
following vector form: 

V'+x =V" +At {TvV-TcV)"-Atgrad (pn + l) (10) 

This velocity must satisfy the continuity constraint: 

div(y" + 1) = 0 (11) 

This last condition, is one of the major difficulties associated 
with the solution of incompressible flows, because it requires 
an adequate velocity-pressure coupling. Among the current 
techniques used for this purpose, a fractional step method 
similar to that presented by reference [6] has been developed. 

Essentially one can describe the procedure as follows: first 
an intermediate velocity field y"+U2 is computed in a manner 
analogous to equation (10), but with a pressure at the level n 
instead of the level n+ 1. Then, taking the divergence of the 
difference V"+l/2

t which doesn't satisfy the continuity, and 
V + 1 given by equation (10), which does, yields: 

V2(5p)=div(V" + ,/2)/At (12) 

where bp represents the pressure correction p" + 1-p". 
The numerical solution of this equation (12) needs some 

boundary conditions on the pressure correction which are not 
obvious. For internal incompressible flows, only the inlet ve
locity and the nonslip condition on the solid walls are known 
at any time. Consequently equation (12) cannot be used di
rectly, unless some boundary conditions for the pressure, of 
derivative type for example, are incorporated. 

When using this approach, the calculated pressure will not 
guarantee that the continuity equation is satisfied, unless the 
pressure field satisfies a compatibility condition, relating the 
source term of the pressure equation and its Neumann bound
ary conditions. 

If a nonstaggered layout is applied as the basic discretization, 
this requirement it is not automatically satisfied. In order to 
achieve this in a discrete form, Abdallah [17-18] reported a 
formal procedure to determine appropriate boundary condi
tions in a Cartesian finite difference context. 

On the other hand, if a staggered mesh is employed, a cure 
for compatibility condition is also found. In relation with this 
alternative, it is noted that the actual pressure cells do not 
overlap in the secondary directions (it is not the case of the 
momentum cells), and that the pressure on the element next 
to the wall is half a step from the boundary. In this sense, the 
present pressure computational cell agrees with the staggered 
mesh framework. 

In particular, the pressure control volume has velocity com
ponents at all its six faces. The velocities on the faces related 
to the secondary directions, are obtained from the overlapping 
momentum cells, while those corresponding to the main flow 
direction, are defined from the upwinding procedure. 

According to this computing cell structure, a technique which 
allows to consider only the boundary conditions on the velocity 
is employed. It can be described as follows: 

The discrete form, in space, of v"+l - v"+1/2 = - Atgrad(bp)' 
and equation (11) with the introduction of the velocity bound
ary condition yields: 

I([v]" + l-[v]n+i/2) = AtC[8p] (13) 

and 

D[v]"+l = 0 (14) 

where / stands for the identity matrix, while D and C denote 
the modified divergence and gradient matrices, respectively, 
which take into account the velocity boundary conditions. The 
brackets indicate global vector quantities. 

After a simple combination of equations (13) and (14), the 
following relation can be obtained: 

D[v]"+1/2 = AtDC[5p] (15) 

This equation, which is a discrete approximation to equation 
(12), has now "built-in" velocity boundary conditions. By 
solving equation (15) the correction to the pressure is obtained, 
then the velocity field v"+wl is corrected by: 

,/' + 1 = v"+W2-AtC[5p] (16) 

It is further noted that, due to the overlapping grid structure 
applied for the momentum equations in the secondary direc
tions, the pressure is also required at the pressure volume faces. 
These values are obtained by the average of neighbouring val
ues. 

This technique allows the computation of the new cartesian 
velocity components without any averaging or coding, as it 
was previously reported in reference [4]. This not only implies 
a simpler code but more accurate calculations as well. 

The global calculation procedure now can be summarized 
as follows: pressure, velocity, k, and e fields are guessed, and 
a velocity V"+lnis estimated according to equation (10). Then, 
a pressure correction dp is calculated from equation (13) and 
the predicted velocity field is subsequently corrected applying 
equation (14). The turbulence kinetic energy and dissipation 
rate transport equations are then solved, and the boundary 
conditions are calculated with the new mean velocity. 

The time level is advanced and the above cycle is repeated 
until the steady state is reached. 

4 Boundary Conditions 

In order to connect the wall conditions to the variables just 
outside of the viscous region, the standard k — e model is com
plemented with the wall function. Also an additional hypoth
esis is made to avoid errors on the computing of the shear 
stresses on the wall-adjacent elements. This is usually repre
sented by using an imaginary wall slip-velocity, instead of 
actual zero velocity condition. 

In the present work, a new approach has been implemented 
[9]. This treatment consists in applying an "equivalent" vis
cosity that replaces the laminar viscosity on the wall. This 
method offers two advantages over the classical wall slip-ve
locity. First, it only needs the value and not the direction of 
the velocity at the first node near the wall. This alleviates the 
geometric complexities associated with the calculations of the 
slip velocity, specially in three dimensional configurations. 
Second, the equivalent viscosity, which is applied jointly with 
the physical no-slip condition, provides an automatic proce
dure that only concerns the viscous terms, so no further pre
cautions are required. 

The calculation procedures for the k - e properties is essen
tially the same as described in reference [3], so only a brief 
outline will be given. The boundary conditions for the tur
bulence properties are derived at the first node away from the 
wall as follows: 

If the node next to the wall is outside the viscous sublayer, 
the following wall function [10, 11] is used: 

^ = -\n(E*y/v) (17) 
U„ K 

On the other hand, if the node next to the wall is inside the 
laminar sublayer, the following relation is applied: 
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Normalized radial distance 

Fig. 2 Fully developed velocity profile 

Fig. 3 Draft tube representation 

In both situations, the k—e turbulence properties are ob
tained from: 

(19) 

(20) 
WP 

These values are used as the boundary conditions for the 
next time level n+ 1. When equation (17) is used, an updated 
"equivalent-viscosity" is calculated via: 

nyju > " • 

ln(Etyp/p) 
(21) 

while when using equation (18), the laminar viscosity instead 
of the "equivalent-viscosity" is employed. 

At the inlet distribution of the turbulence kinetic energy and 
the dissipation of the turbulence energy are estimated heur-
istically or by setting a turbulence level. At the exit all the 
properties are extrapolated by assuming a fully developed flow. 

5 Results 

5.1 Basic Validation. A preliminary investigation was 
carried out in a circular arc channel of square cross section 
with a Reynolds number of 3980. For this case the Dean number 
defined as: 

De = Re(Dh/Rm)0-5 (22) 

is 2517, where Dh = 1 is the hydraulic diameter of the duct, 
and Rm = 2.5 is the channel mean radius of curvature. The 
turning angle of the elbow is 90 degrees. In the streamwise 
direction 31 stations were used, while 19 x 15 points were used 
for the cross section. The fully developed streamwise velocity 
in the plane of symmetry is displayed in Fig, 2 and compared 
with the experimental results of reference [12]. A good agree-

a) S=0.0 

b) S=0.5 

Fig. 4 Velocity field on the mid-plane 

ment is observed, with only a small discrepancy of an inflexion 
of the predicted profile near the outside wall. 

5.2 Draft Tube. The present scheme was then applied to 
a more complex geometry, chosen as a draft tube of a typical 
hydraulic turbine installation. The purpose of this type of 
component is to turn the water flow from the vertical to the 
horizontal direction with a minimum depth of excavation, and 
at the same time having a high efficiency. Similar to the study 
carried out by references [13, 14, 15], several calculations were 
made on the same draft tube. 

Figure 3 displays a three-dimensional view of the draft tube 
geometry. This conduit is characterized by totally different 
cross-sections at the inlet and at the outlet, with an aspect ratio 
ôutiet/̂ 4iniet = 4. The transition from a circular section in the 

vertical leg to a rectangular section in the horizontal leg takes 
place in the bend, which has a varying elliptical cross-section. 

For this element two kinds of calculations were carried out. 
The first type was conducted with the purpose of studying the 
flow configuration related to different inlet swirls. The second, 
to compare computed results with experimental data from 
D.E.W. of Montreal. 

First Test. In this case, and in the same manner as reported 
in references [13,14] the inlet velocity conditions were modelled 
by a plug flow combined with a solid body rotation. Following 
this, a factor S defined as the ratio of the maximum swirl 
velocity wmax to the bulk axial velocity «av at the inlet is con
sidered. In order to carry out the numerical simulations, this 
parameter was included, arid a grid with 33x15x11 nodes 
was employed. 

As a preliminary calculation, the flow simulation was con
ducted without the presence of a swirl. In Fig. 4(a) the com
puted velocity field is illustrated at the mid-span. This shows 
that at the beginning of the bend, the maximum of the stream-
wise velocity appears near the inner wall. As the flow progresses 
into the duct, and as a consequence of the inertia forces, this 

260 / Vol. 112, SEPTEMBER 1990 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a) S=0.0 

/ / 

\ 
- \ 

^ ~~~ —-" / *^ --' 
/ / ^ / / s-

', / y 

\ \ • 
\ ^ ~-

*—' -"' .-- -----' -" -" ' 
„ „ 

-—' --' -" -
_ 

-" *• 

__ 

s- t • 

' " 
^ -

s >̂ s 

~ "-• V 

--
; -

-

X 
S 

\ 
\ 
\ / 

b) S=0.5 

/ / 
/ / / 
', 
1 

\ 

/ 
/ / / 

/ / 1 

/ 
/ / / / / 
/ 1 
\ 

/ 
/ / 

y 

/ / 1 

i 

\ \ \ 

y 
y 

/ i 
\ 
\ \ \ 

y 

/ t 
\ 
\ X 
X 

s 

/ i 
s 
" * • » 

*-̂  "--. 

-"" ' 
"-
~~~ -— "~̂  

,- ^ 
" 
* 
- -~ 
~~~ ~~-"~~ ~~ 

,-

*~ 
-
"~~ "• 

_ 

"" 
-
"~ N 
> 

c) S=1.0 

Fig. 5 Secondary (low on the cross section No. 22 

maximum rapidly moves towards the outer wall, and finally 
a strong backflow region appears close to the exit of the pas
sage. 

In Figs. 4(b)-4(c) the effects of a progressive swirl of in
tensities of 0.5 and 1 are displayed at the mid-plane. The 
influence of this parameter on the flow behavior, can be better 
appreciated at the elbow and exiting regions. In the first zone 
at the 45 deg turning station, as the intensity of the swirl is 
increased, the velocity near the outlet wall increases, and for 
S = 1 the velocity reaches maximum values around the inner 
and outer walls, and a core of a slightly lower velocity is 
detected. On the other hand, at the outlet the presence of a 
stronger swirl gradually implies a weaker streamwise backflow. 
This type of pattern, completely disappears for the maximum 
swirl intensity. This predicted flow behavior agrees with the 
results of reference [13], however in the current simulation a 
maximum velocity at the outlet is found near the lower wall, 
instead of the upper side, as reported in [13]. 

Certain aspects of the secondary flow can be appreciated by 
inspecting the velocity field in a plane at the end of the elbow, 
where a rectangular diffuser section completes the draft tube. 
In Figs. 5(a-c), this velocity vectors are illustrated for swirl 
intensities ranging from 0 to 1. The results in Fig. 5(a), for 
S = 0, show the development of a pair of quasi-symmetric vor
tices (the draft tube is slightly asymmetric). This is the expected 
behavior of a flow through a bend. With the inclusion of the 
inlet swirl, the symmetry, the location and the intensity of 
these vortices are lost. For S = 0.5 the secondary motion is 
represented by a big skew vortex and a very small one appearing 
near the upper left corner. As the swirl intensifies (Fig. 5(b)-
5(c), the major vortex moves towards the left wall, at the same 
time the small vortex dies out. 

Figure 6 shows the static pressure contours in the mid-plane 
for 5 = 0.5. From a qualitative point of view, these results are 
comparable with those given by Shy and Braaten [13]. However 
the actual calculation does not predict the "cellular structure" 
in the expansion side obtained by these authors. It seems that 
this rather unexpected behavior of a changing direction of 
consecutive velocities near the inner wall could be attributed, 
at least in part, to the mesh size and to the type of scheme 
applied. These points have been discussed in reference [13]. 
For more details see reference [16]. 

S=0.5 

A=-0.30 B=-0.25 C=-0.20 D=-0.15 E=-0.10 

F=-0.05 G= 0.00 H= 0.05 1= 0,1 J = 0.15 

Fig. 6 Pressure distribution on the mid-plane 
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Fig. 7 Pressure recovery factor versus swirl intensity 
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An important parameter that measures the performance of 
a diffuser, is the pressure recovery factor Cpr. This coefficient 
indicates the degree of conversion of kinetic energy into the 
static pressure. In this study, the following definition is em
ployed: 

cpr=-
-PC^ + W2)^ 
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Fig. 9 Static and dynamic pressure versus streamwise direction 

static pressure — dynamic pressure 

where Pout and Pm refer the outlet and inlet static averaged 
pressure, p for the fluid density, um for the mean inlet velocity, 
and win for the mean swirl velocity. 

Figure 7 illustrates the computed pressure recovery factor 
together with experimental data and the numerical results of 
reference [13] as a function of swirl intensity. Although the 
range of the experimental values is very narrow, a comparison 
can be attempted. 

The present numerical simulation predicts a maximum pres
sure recovery factor of 85 percent, while the numerical data 
given in reference [13] indicates a maximum around 75 percent. 
On the other hand, the experimental data obtained for different 
turbine runners, indicate optimal values ranging from 77 per
cent to 83 percent. In this regard, a better agreement in position 
as well as in intensity is obtained for the current numerical 
simulation. However, in the absence of more experimental 
measurements, it is not possible to assert a complete veracity 
of this concordance. 

Second Test. The second investigation of the flow field 
was carried out using experimental values of an optimal inlet 
swirl flow after the hydraulic laboratory of D.E.W. The meas
ured inlet conditions are displayed in Fig. 8, in terms of the 
axial, tangential, and radial velocities, represented by full, 
dashed and mixed lines respectively. 

The main objective of this test was to compare the current 
numerical results, with experimental data concerning static and 
dynamic pressure. 

In this case, and in order to study the scheme sensitivity 
related to the grid size, two different meshes were considered: 
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Fig. 10 Secondary flow (fine grid) 

a coarse grid (33x15x11) and a fine one (62 x 21 x 15). The 
CPU time on a IBM 3090 was approximatively 6.104 s per 
point and per iteration. For the complete solution the total 
CPU time were 36 and 155 min. respectively. 

In Figs. 9(a) and 9(b), the static and dynamic pressure along 
the main flow direction are compared with the experimental 
data for the coarse and fine grid respectively. As in reference 
[15] mass flow weighted average values are calculated for all 
properties at each section. The pressures are normalized by 
the inlet dynamic pressure. 

From these figures a reasonable agreement of the calculated 
static pressure with the experimental values can be appreciated. 
However for the dynamic pressure some discrepancy is noted 
mainly at the end of the turning part of the draft tube. 

Comparing the results for the two grids, we can observe that 
a better agreement is found for the static pressure for the fine 
grid as expected. For the dynamic pressure the solution is not 
as sensitive to a finer grid. For such a parameter the difference 
between numerical and experimental results decreases slowly. 

The discrepancies can be attributed to the use of the loga
rithmic wall function that may not be very adequate to this 
type of flow, and also as noted in reference [15] to some 
possible uncertainty of the pitot measurements. 

In a more qualitative way the results are now displayed as 
velocity fields representing the secondary flow at different 
sections from the inlet to the outlet, Figs. I0(a-b). At the 
beginning of the elbow, Fig. 10(a) shows a strong swirl shifted 
from the center of the section. This behavior is in accordance 
with the experimental data. Near the end of the elbow, in Fig. 
10(6), the present numerical calculation predicts a single swirl
ing flow, while the experimental information indicates two 
swirls. Along these lines, carrying out a similar numerical study 
reference [15] has found three swirls. In the previous figures, 
and for illustration purposes, the velocity vectors have been 
slightly amplified. 

6 Conclusions 
A numerical procedure which is suitable for application to 

three-dimensional turbulent, ducted flow problems of complex 
geometry, has been developed. 

The calculation algorithm employs a fractional step ap
proach, a nonstaggered mesh along with weighted upwind/ 
central opposed spatial discretization. The method is based on 
the finite volume solution on a curvlinear mesh of the Reynolds 
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averaged Navier-Stokes equations. The discretization is carried 
out by the use of a body-fitted technique. 

The method has been validated and applied to the simulation 
of the flow in an industrial hydraulic turbine draft tube. The 
computed results show an acceptable agreement with the meas
urements, indicating that the proposed flow simulation, can 
be used as a complement for the understanding and design of 
a satisfactory draft tube. 
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The Rotordynamic Forces on a 
Centrifugal Pump Impeller in the 
Presence of Cavitation 
An experiment in forced vibration was conducted to study the fluid-induced rotor-
dynamic force on an impeller whirling along a trajectory eccentric to its undeflected 
position in the presence of cavitation. The prescribed whirl trajectory of the rotor 
is a circular orbit of a fixed radius. The force measured is a combination of a steady 
radial force due to volute asymmetries and an unsteady force due to the eccentric 
motion of the rotor. These measurements have been conducted over a full range of 
whirl/impeller speed ratios at different flow coefficients without cavitation for 
various turbomachines. A destabilizing force was observed over a region of positive 
whirl ratio. The range of flow conditions examined for a centrifugal impeller in a 
spiral volute has been enlarged to include cavitation. Compared to the non-cavitating 
condition, cavitation corresponding to a head loss of three percent did not have a 
significant effect upon the unsteady force. However, a lesser degree of cavitation 
at the design point increased the destabilizing force for a particular set of whirl 
ratios. 

Introduction 
Fluid-induced forces acting on the impeller and therefore 

on the bearings of a turbomachine can cause self-excited whirl, 
where the rotor moves away from and whirls along a trajectory 
eccentric to its undeflected position. Knowledge of the un
steady force related to the lateral vibration ofthe rotor is crucial 
to understanding the rotordynamics of the turbomachine. This 
force has been measured on pump impelleres by various au
thors: Bolleter et al. (1987), Ohashi and Shoji (1987), Ohashi 
et al. (1988), Jery et al. (1985), and Jery (1987). Bolleter trans
lated the impeller inside a vaned diffuser along a single axis 
using a "rocking arm" excited by a transient frequency sweep. 
The test section was typical of a single stage of a boiler feed 
pump. Ohashi, using a circular whirl motion, first tested two-
dimensional impellers and then employed a rebuilt eccentric 
whirl mechanism to test a centrifugal impeller in a vaned dif
fuser. Also, a spacer was inserted to decrease the clearance 
around the impeller shroud. 

This paper presents data taken using the same facility as 
Jery, who had measured the forces on a five bladed centrifugal 
impeller (designated Impeller X) in various vaneless and vaned 
diffusers, among them a spiral volute (Volute A). Adkins (1986) 
and Adkins and Brennen (1988) observed that the pressure 
distribution around the front shroud of Impeller X had a 
significant contribution to the hydrodynamic stiffness. He also 
reported measurements taken with the annular region sur
rounding the shroud exposed to the volute housing reservoir. 
This data was compared with measurements taken without the 
enlarged annular region surrounding the shroud and with a 

two dimensional version of the impeller, Franz et al. (1987), 
demonstrating that the large shroud clearances reduce the mag
nitude of the rotordynamic forces for reverse whirl and de
stabilizing forward whirl. Bolleter, who had a smaller gap 
between the impeller shroud and the casing, measured larger 
forces. The present investigation extends the range of operating 
conditions of the centrifugal impeller to include the effect of 
cavitation. 

Experimental Facility 
The references (Brennen et al. 1980, Jery 1987 and Franz 

1989) provide a description of the Rotor Force Test Facility, 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
May 15, 1989. 

Fig. 1 Layout of the Rotor Force Test Facility. Downstream flow 
smoothing section (1), "silent" throttle valve (2), turbine flow meter (3), 
air bladder (4), reservoir, heat exchanger and air removal (5), flow flue-
tuators (dismantled) (6), upstream flow smoothing section (7), luclte view
ing window (8), centrifugal pump test section (9), eccentric drive 
mechanism (10), slip ring assembly (11), main shaft motor (12), optical 
encoders (13), whirl motor (14). 
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PLAN VIEW 

FLOW 

Fig. 2 Assembly drawing of the test section and the eccentric drive mechanism. Pump housing (1), 
volute (2), inlet connection (3), inlet bell (4), impeller (5), rotating dynamometer (6), eccentric drive 
mechanism: outer and inner bearing carriers (8 and 9), main shaft (10), orbiting motion sprocket (11), 
outer and inner bearing sets (12 and 13), bellows (14), impeller front face seal (15), back seal (16), 
eccentric drive inner and outer face seals (17 and 18), air bearing stator (19), flexible coupling (20). 

Fig. 3 Assembly drawing of 
Impeller X and Volute A in
stalled in the test section 

a water recirculating pump loop, closed to the atmosphere, 
Fig. 1. The flow was throttled by the "silent valve" which was 
comprised of a block of elastomer containing about 200 lon
gitudinal holes that was squeezed axially by a hydraulic cylinder 
under feedback control to the turbine flow meter. Pressure 
transducers measured the static pressure after honeycomb 
screens at the end of the upstream and downstream flow 
smoothing sections. By altering the absolute pressure of air 
inside an air bladder in the reservoir, the datum pressure of 
the pump loop can be controlled, enabling tests in the presence 
of cavitation. The water had a dissolved air content of 4 ppm 
and a temperature of 120°F during the tests. 

The force measuring device is a rotating dynamometer 
mounted between the impeller and the main drive shaft. The 
dynamometer consists of two parallel plates connected by four 
parallel bars which are strain gaged to measure the six com
ponents of force and moment. The strain gages are wired to 
form Wheatstone bridges. The impeller is made to whirl in a 
circular orbit eccentric to the volute center of radius e= 1.26 
mm (.0495 in.), in addition to the normal shaft rotation, using 
a double bearing cartridge assembly. Figure 2 shows the test 

section and the eccentric drive mechanism. For the tests pre
sented the main shaft speed was 2000 rpm. Using optical en
coders to provide feedback, each motor was closed-loop 
controlled to be synchronized with data acquisition. The phase 
error of each motor was ± 1 degree. Since the eccentric motion 
is in the lateral plane, perpendicular to the impeller centerline, 
only the force and moment in this lateral plane will be dis
cussed. 

The impeller used, designated Impeller X, was a five bladed, 
cast bronze impeller, donated by Byron-Jackson of Long 
Beach, CA. It has a specific speed of .57 and a discharge blade 
angle of 25 deg with respect to the axizmuthal tangent. The 
"well-matched" spiral volute of trapezoidal cross section, Vol
ute A, was made of fiberglass. Drawings of the impeller and 
the volute are accessible in Adkins and Brennen (1988). Figure 
3 is an assembly drawing of Impeller X and Volute A installed 
in the test section. The front face seal had a clearance of .13 
mm (.005 in.). To reduce leakage flow from the impeller dis
charge, rings were installed inside the volute. The front and 
back volute rings had an axial clearance of .25 mm (.010 in.) 
and .13 mm (.005 in.), respectively. 

Nomenclature 

[A] = hydrodynamic force matrix, nondimensional-
ized by Vipu\A2/r2 

impeller inlet area (TT/|), outlet area (2wr2b2) 
hydrodynamic moment matrix, nondimension-
alized by Vipu\A2 

impeller discharge width, 15.7 mm (0.62 in.) 
hydrodynamic damping matrix, nondimension-
alized by Vipu2A2/\r2oi) 
components of the instantaneous lateral force 
on the impeller in the rotating dynamometer 
reference frame 
components of the instantaneous lateral force 
on the impeller in the stationary volute frame, 
nondimensionalized by V2pu2A2 

values of Fx and Fy if the impeller was located 
at the origin of the volute frame, non-dimen-
sionalized by Vipu\A2 

AUA2 = 
[B] = 

b2 = 
[C] = 

FUF2 = 

-* i-j * v 

F F 
x ox> A oy 

F„,F, = 

[K] = 

[Ml = 

components of the lateral force on the im
peller which are normal to and tangential to 
the whirl orbit, averaged over the orbit, nondi
mensionalized by Vipu\A2e/r2 

hydrodynamic stiffness matrix, nondimension
alized by lApu\A2/r2 

hydrodynamic mass matrix, nondimensional
ized by Vipu\A2/{r2a>2) 

Mx, My = components of the instantaneous lateral mo
ment on the impeller in the fixed volute frame, 
nondimensionlized by Vipu\A2r2 

values of Mx and My if the impeller was lo
cated at the origin of the volute frame, nondi
mensionalized by Vipu\A2r2 

M„, Mt = components of the lateral moment on the im
peller which are normal to and tangential to 
the whirl orbit, averaged over the orbit, nondi
mensionalized by V2pu2A2t 

1V*0X3 ***oy 
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Fig. 4 Schematic representation of the lateral forces on an impeller 
whirling in a circular orbit. F, and F2 are in the rotating dynamometer 
frame. FK and Fy are in the stationary volute frame. F„ and F, are in the 
local polar coordinate frame, normal to and tangential to the circular 
whirl orbit. 

Data Processing 
Referring to Fig. 4, the forces in the stationary volute frame 

of reference, assuming a small displacement, can be repre
sented by 

F ( 0 = F 0 + [ A ] x ( 0 (1) 
The lateral force, F ( / ) , can be considered as the sum of two 
forces: a steady force, F0, which the impeller would experience 
if located at the volute center, and an unsteady force due to 
the eccentric motion of the impeller, represented by a force 
matrix [A]; x(/) is the displacement vector of the impeller 
from the volute center. 

For the forced vibration experiment conducted, the imposed 
whirl trajectory was a circular orbit of radius e and frequency 
U. The lateral forces detected by the dynamometer in the ro
tating frame, Fx and F2, are related to the lateral forces in the 
volute frame, Fx and Fy, by a rotation through the angle - oit, 
where cu is the frequency of main shaft rotation. 

Fx {t)cos(ut) -F2(t)sm(wt) =Fox+ eAxxcos(Qt) + eAx}lsm(Ut) 
Ft (t)sin(coO + F2 (0cos(a>0 = Foy + eAyxcos(Qt) + eAyysin(Ut) 

(2) 

The components of the steady force are obtained by averaging 
each equation. The elements of the hydrodynamic force matrix: 
Axx, Ayx and Axy, Ayy are obtained by evaluating the cos and 
sin Fourier coefficients, respectively, of each equation. 

The unsteady force, [A]e(0, due to the eccentric motion of 

the impeller can be resolved into its components, Fn and F„ 
normal to and tangential to the whirl orbit, averaged over the 
orbit. The normal force is considered positive radially outward. 
The tangential force is positive when in the direction of the 
shaft rotation. For the imposed circular whirl orbit • 

•""/I — - (AXX+ Ayy)* 

F, = -(-Axy + AyX)e 

(3) 

Whenever the tangential force is in the same direction as the 
whirl motion it encourages the whirl motion and is thus de
stabilizing. A positive normal force tends to increase the radius 
of the v/hirl motion. F„ and F, are nondimensionalized by the 
additional factor t/r2 so that they would be numerically equal 
to the average of the appropriate matrix elements. The No
menclature gives the details. 

The lateral moment experienced by the whirling impeller can 
be expressed in the stationary volute frame as 

M ( 0 = M0+[B]6(0 (4) 
The moment is measured in the plane bisecting the impeller 
discharge area. The expressions for M0 and [B] are similar to 
the force equations. A positive M, would tend to tilt the impeller 
outward. M„ with the same sign as the whirl velocity would 
tend to tilt the impeller inlet away from the whirl direction. 

To experimentally extract the fluid-induced forces at a given 
whirl ratio and operating condition, two identical tests are 
performed, one in air and the other in water. The forces from 
the former experiment are subtracted from the latter to yield 
the fluid-induced forces. The buoyancy force on the rotor is 
subtracted separately. 

For data taken without whirl, the ti/w = 0 point, the impeller 
is placed at four locations on its eccentric orbit, each 90 degrees 
apart, corresponding to the location nearest the volute tongue, 
farthest, and the two intermediary locations. The steady force 
is computed from the average of the main shaft component. 
The matrix [A] at fl/a> = 0, the stiffness matrix, is computed 
by subtracting the appropriate force components of diamet
rically opposite whirl orbit locations. 

The dynamometer was calibrated statically in situ using an 
arrangement of cables, pulleys and weights. Its dynamic re
sponse was checked by rotating and whirling the impeller in 
air. The dynamometer measured as periodic forces gravity and 
the centrifugal force from whirling in a circular orbit. From 
rotating in air for various shaft speeds up to 3500 rpm, the 
weight of Impeller X was measured. The magnitude of the 

Nomenclature (cont.) 

Pii Pa = upstream static, total pressure 
Pi< Pa = downstream static, total pressure 

p, = static pressure at impeller inlet, pn - Vip ® 
pv = vapor pressure of water 
Q = flow rate 

rlt r2 = impeller inlet, discharge radius; 40.5 mm 
(1.594 in.), 81.0 mm (3.188 in.) 

t = time 
«i, u2 = impeller tip speed at impeller inlet, cor,, at dis

charge, CO/2 
x, y = instantaneous coordinates of the impeller cen

ter in the stationary volute frame, nondimen
sionalized by r2 

Z = coordinate of the machine axis, pointing up
stream in the direction of impeller rotation 
from the plane bisecting the impeller outlet 
area, nondimensionalized by r2 

e = radius of circular whirl orbit, 1.26 mm (.0495 
in.) 

6 = angular position of the impeller on the whirl 
orbit, measured from the volute tongue in the 
direction of impeller rotation 

p = density of water 
Pi-Pv a = cavitation number, 

O 2 , = 

Vipu\ 

variance 

4> = flow coefficient, Q 
u2A2 

^ = total head coefficient, Pa f" 
pu\ 

o = radian frequency of the impeller (shaft) rota
tion 

fi = radian frequency of the whirl motion 
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Fig. 5 Noncavitating performance curve of Impeller X in Volute A at 
2000 rpm with !!/w = .1 . Uncertainty expressed as a standard deviation: 
0 ± .005 and 0 ± .0005. 

Impeller X Volute A 
2000 RPM 0/cj = 0.1 

cr=4.3 

0.05 

Fig. 6 The components of the steady force Fox and Foy, on Impeller X 
in Volute A at 2000 rpm as a function of flow coefficient. Uncertainty 
expressed as a standard devitation: F0„ Foy± .00078 and <t> ± .0005. 

components Fy and F2 were within 1 percent and the phase 
error was less than 1 degree. The phase angle of the forces 
measured while rotating and whirling in air was used to check 
the orientation of the optical encoders on the main and whirl 
shafts, for synchronization with data taking. 

The unsymmetric lateral stiffness of the entire structure in
cluding the eccentric drive mechanism introduced a resonance 
into the measurements when observed in the rotating dyna
mometer frame, F{ and F2, due to the observed time dependent 
stiffness. When transformed into the stationary frame the res
onance disappeared from the force components, Franz (1989), 
and did not affect the data presented. 

Presentation of Data 
For the present investigation of the rotor forces the phe

nomenon of cavitation could not be physically observed. Its 
presence was inferred from pump performance loss and from 
its influence upon the dynamometer measurements. The im
peller force depends upon the location of the impeller within 
the volute. By whirling the impeller, a single measurement can 
be used to obtain the steady force. With 0/co =. 1, the non
cavitating performance and the components of the steady force, 
Fox and Foy, are plotted against flow coefficient in Figs. 5-6, 
respectively. In terms of the magnitude and angle of the force 
vector measured from the volute tongue in the direction of 
main shaft rotation, the minimum of the steady force and 
greatest angular change occur at design, <j>= .092. 

The effect of cavitation upon the hydrodynamic forces was 
examined by testing three flow coefficients: 4> =. 120, .092 (de
sign) and .060. The cavitating performance curves are given 
in Fig. 7. The operating constraint of keeping the pressure of 
the back seal cavity above atmosphere permitted a breakdown 
in head rise across the pump of approximately 15, 20, and 25 
percent for the flow coefficients <£=.120, .092 (design) and 
.060, respectively. 

The dependence of the magnitude and direction of the steady 
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Fig. 7 Cavitation performance curve at 2000 rpm with !Wa> = .1 for three 
flow coefficients: <t> = .120, .092 (design) and .060. Uncertainty expressed 
as a standard deviation: 0±.OO5 and a±.008. 
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Fig. 8 The magnitude and direction of the steady force F0 on Impeller 
X in Volute A at 2000 rpm with fl/u = .1 for the three coefficients: 0 = .060, 
.092 (design) and .120, as a function of the cavitation number. Uncertainty 
expressed as a standard deviation: IIF0I! ± .00078, A F 0 ±1 deg (5 deg 
for 0 = .092). 
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Fig. 9 The components of the steady force, Fox and Foyl on Impeller X 
in Volute A at 2000 rpm with fi/w = .1 for the three flow coefficients: 
0 = .O6O, .092 (design) and .120, as a function of the head coefficient. 
Uncertainty expressed as a standard deviation: F0„ Fm±.00078 and 
0 ± .005. 

force upon cavitation number is shown in Fig. 8. For off-
design, 0=.12O and </> = .060, the magnitude of F0 decreases 
with breakdown. For design the magnitude of F0 decreases 
with decreasing cavitation number until the knee of the per
formance curve. It increases above the noncavitating value in 
breakdown. It varied less than 10 percent from the noncavi
tating value. The direction of F0 rotates away from the tongue 
in the direction of impeller shaft rotation for each flow coef
ficient through breakdown. 

The components of F0 in the volute reference frame are 
plotted against head coefficient in Fig. 9. From preliminary 
data taken at 3000 rpm, Fig. 10 shows the steady force com
ponents for various flow coefficients at the operating points: 
noncavitating, 3 percent head loss and 10 percent head loss. 
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v 3% h e a d loss 
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Fig. 10 The components of the steady force, Fox and Fm, on Impeller 
X in Volute A at 3000 rpm with ilia = .1 for the three operating conditions: 
non-cavitating, 3 percent head loss and 10 percent head loss as a func
tion of the flow coefficient focusing upon design. Uncertainty expressed 
as a standard deviation: F0„ F0),±.00078 and 4>±.0005. 

I m p e l l e r X 
2 0 0 0 RPM 

V o l u t e A 
0 .120 

F„ F t 
a o n o n - c a v i t ((7=4.2) 
A v 3% h e a d l o s s 

-0.4 

Fig. 11 The average normal and tangential force, F„ and F„ on Impeller 
X in Volute A at 2000 rpm at a flow coefficient of <j> = .120 as a function 
of whirl ratio for flow without cavitation and with a head loss of 3 percent. 
Uncertainty expressed as a standard deviation: F„±.04, F,±.047 and 
fi/u±.001. 

The setup was slightly different, so this figure should not be 
directly compared with the other data presented. The steady 
force component in the direction of the volute tongue, Fox, 
was affected more by cavitation. With increasing head loss, 
the curve Fox as a function of <j> appears to rotate about design 
flow. For a centrifugal impeller in a volute pump tested at 
several flow coefficients above best efficiency, Uchida et al. 
(1971) had also observed that the steady force component in 
the tongue direction increases with developing cavitation. 

For each flow coefficient measurements were taken over the 
whirl ratio range -.3<Q/co<.6 in increments of .1 at two 
cavitation numbers: one non-cavitating and the other corre
sponding to a head loss of 3 percent. The normal and tangential 
forces as a function of whirl ratio are plotted in Figs. 11-13. 
For these figures the drawn curves are a quadratic fit to the 
data. Over a range of forward whirl F, is in the same direction 
as the whirl motion, thus destabilizing. By Q/o>= .6, the tan
gential force had become stabilizing again, consequently tests 
at higher whirl ratios were not necessary. At 3 percent head 
loss, F„ is slightly smaller and the magnitude of F, is smaller 
for positive Q/w. At Q/oi = - .3, <j> = . 120, F, is smaller; though 
for 4> = -092 (design) and <$> = .060, F, is larger than for the non-
cavitating case. The range of destabilizing forward whirl ratio 
was slightly reduced by cavitation at 3 percent head loss. For 
forward whirl there is a region over which Fn < 0, and tends 
to decrease the whirl radius. Based on past experiments, F„ 
will be positive again at higher whirl ratios, reflecting its par
abolic character. At design, 4>=.092, the zero-crossing whirl 
ratios for F„ and F, are nearly the same. F, is destabilizing over 
the same range of whirl ratio as F„ tends to increase the whirl 
orbit radius. For 0= .060, F, is positive up to a higher fi/w, 
whereas for </> = .! 20, the destabilizing region is smaller than 

6 

5 

4 

3 

2 

1 

0 

- 1 

I m p e l l e r X 
2 0 0 0 RPM 

V o l u t e A 
0 .092 

F„ F t 
• o n o n - c a v i t (cr=4.4) 
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Fig. 12 The average normal and tangential force, F„ and F„ on Impeller 
X in Volute A at 2000 rpm at design flow (<t> = .092) as a function of whirl 
ratio for flow without cavitation and with a head loss of 3 percent. Un
certainty expressed as a standard deviation: F„±.04, F,±.047 and 
Jl/u±.001. 

I m p e l l e r X 
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Fig. 13 The average normal and tangential force, F„ and F„ on Impeller 
X in Volute A at 2000 rpm at a flow coefficient of $ = .060 as a function 
of whirl ratio for flow without cavitation and with a head loss of 3 percent. 
Uncertainty expressed as a standard deviation: F„±.04, F, ± .047 and 
Sl/w±.001. 

the region over which Fn would increase the whirl radius. The 
region of destabilizing whirl ratio decreases with increasing 
flow coefficient. 

For two whirl ratios in the region of destabilizing whirl, 
fl/o) =. 1 and .3, measurements were taken from non-cavitating 
conditions through breakdown of the head rise across the pump. 
Each set of the breakdown measurements was done in a single 
sitting. The steady force from Q/o> = . 1 has already been pre
sented. The effect of cavitation upon the steady force com
ponents F„ and F, is shown in Figs. 14-15. For the above design 
flow coefficient, ^=.120, they decrease with head loss. For 
0/u=.3, F, becomes slightly more negative, increasing the 
stability margin. 

At design flow, $=.092, for Q/co=.l, F„ and F, decrease 
with head loss, however, for a head loss greater than 10 percent 
there is a slight rise in F,. The data for Q/co = .3 exhibit similar 
behavior except in the region between the peak head rise and 
1 percent head loss, where F„ goes through a trough and F, a 
peak. Through this swing the unsteady force increases slightly 
in magnitude and rotates in a direction to increase the de
stabilizing tangential force, then rotates back. Evident from 
the later Fig. 21, both M„ and M, increase in this region before 
decreasing with head loss. The unsteady moment vector swings 
only a few degrees in the direction to increase M„. Figure 16 
shows that this perturbation is reflected in the steady force 
calculated from the fi/« = .3 data, which swings in the direction 
of main shaft rotation. For this operating region the flow was 
sufficiently disturbed so that the linearization of F (t), equation 
(1), which represents the unsteady force by [A]e(0. is invalid; 
since for Q/a>= .3, F0 was perturbed. 

For below design flow, </> = .060, F„ and F, decrease with 
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Fig. 14 The average normal and tangential force, F„ and F„ on Impeller 
X in Volute A at 2000 rpm with illa = .1 for the three flow coefficients: 
4> = .060, .092 (design) and .120, as a function of (a) the cavitation number 
and (6) the head coefficient. Uncertainty expressed as a standard de
viation: F„±.04, F,±.047, <r±.008 and ^±.005. 

developing cavitation. For Q/w= .1, though, F„ increases ap
proaching the knee before decreasing with breakdown, while 
F, increases with loss. For Q/o>= .3, F„ decreases with break
down though momentarily increasing with head loss. F,, doing 
the opposite, increases with breakdown. 

Data were taken over 256 cycles of the reference frequency 
w/J (where fl/w = I/J, I, J integers) at which the orientation 
of the dynamometer and its location on the whirl orbit geo
metrically repeat. For each cycle F0 and [A] were computed. 
The variances, over the 256 cycles, including the tests per
formed in air, were calculated for Q/GJ = - . 1 , .1, .3 and .5, 
from the whirl ratio sets and for selected runs of the breakdown 
sets. The standard deviations were typically less than .00078 
for Fox and Foy, .04 for F„ and .047 for F,. For fi/co = .5 the 
standard deviations were occasionally larger than the men
tioned values. For the breakdown sets of fl/w= .3, frequently 
the small values of F, were not significantly larger than the 
associated standard deviations. 

Discussion of Moments 
The lateral moments of the whirling impeller are measured 

in the calibration plane of the dynamometer which coincides 
with the plane bisecting the discharge area of the impeller. 
With primary interest in the unsteady rotor forces which can 
encourage self-excited whirl, attention will be focused on the 
unsteady moments. 

For the three flow coefficients tested Figs. 17-19 present M„ 
and M, as a function of whirl ratio for the two operating 
conditions: noncavitating and 3 percent head loss. M, is po
sitive, tending to tilt the impeller outward. The magnitude 
increases with increasing positive whirl ratio. The values are 
larger for lower flow coefficients. M„ is in the same direction 
as the whirl velocity, except in the region where the value is 
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Fig. 15 The average normal and tangential force, F„ and F„ on Impeller 
X in Volute A at 2000 rpm with il/w = .3 for the three flow coefficients: 
0 = .060, .092 (design) and .120, as a function of (a) the cavitation number 
and (b) the head coefficient. Uncertainty expressed as a standard de
viation: F„± .04, F,± .047, o+ .008 and if ± .005. 

0.02 
I m p e l l e r X Volute A 

2000 RPM n / u = 0.3 
.092 

Fig. 16 The magnitude and direction of the steady force F0 on Impeller 
X in Volute A at 2000 rpm with «/a> = .3 at design flow (0 = .O92) as a 
function of the cavitation number. Uncertainty expressed as a standard 
deviation: II F„ll ± .00078, z. F0 ± 5 deg. 

small for small whirl ratios. M„ resembles a cubic function of 
ft/co. From data taken in the past with non-cavitating flow, 
for higher reverse whirl ratios M, increases and M„ decreases. 

To obtain lever arms the relation r x F = M is used with the 
assumption that the axial thrust acts along the impeller cen-
terline. To simplify the discussion, the contribution of the 
unsteady lateral force to the moment from the external shroud 
and the impeller blades will be considered. 

Mn ^shroud* f.shroud -£blade*^,biade 

M-i — ^shroucKn,shroud ' ^blade^n,blade 

(5) 

where the z axis points upstream. Unless the forces Fshroud and 
Fbiade a r e parallel the introduced moment will not be perpen
dicular to F, and Mt/F„* -M„/Ft. 

The lever arms computed from z = M,/F„ and - M„/Ft de
pend significantly upon whirl ratio in the region of forward 
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Fig. 17 The average normal and tangential moment, M„ and M„ on 
Impeller X in Volute A at 2000 rpm at a flow coefficient ot <p = .120 as a 
function of whirl ratio for flow without cavitation and with a head loss 
of 3 percent. Uncertainty expressed as a standard deviation: M„, M,± .11 
and I)/<o±.001. 
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o P non—cavit (<j=4.4) 
v A 3% head loss 

Fig. 18 The average normal and tangential moment, M„ and M„ on 
Impeller X in Volute A at 2000 rpm at design flow (> = .092) as a function 
of whirl ratio for flow without cavitation and with a head loss of 3 percent. 
Uncertainty expressed as a standard deviation: M„ M, ± .11 and fl/io ± .001. 

Impeller X 
Mi 2000 RPM 
• non—cavit (CT=4.3) 
A 3% head loss 

Volute A 
0.060 

Fig. 19 The average normal and tangential moment, M„ and M„ on 
Impeller X in Volute A at 2000 rpm at a flow coefficient of 4 = .060 as a 
function of whirl ratio for flow without cavitation and with a head loss 
of 3 percent. Uncertainty expressed as a standard deviation: M„, M,± .11 
and tl/w±.001. 

where F„ and F, equal zero. For reverse whirl there is little 
change. For the breakdown tests taken with Q/« = .l and .3, 
Figs. 20-21 present the lever arms as an alternative to the 
moments themselves. Since the measurements are integrated 
over the entire impeller, the contribution to the moment from 
each force element of the preceding paragraph is impossible 
to quantify. 

During the course of the experiments, the rotordynamic 
forces were of primary interest. The moments were obtained 
during subsequent processing of the data. Fewer sets of in
stantaneous data were available to compute the variance of 
[B], Evaluation of the data indicates that the standard devia
tions were typically less than .11 for M„ and M,. For many of 
the whirl ratios presented, the mean of the unsteady moments 
is not large compared to the scatter over the 256 cycles of a 
single test. The error in the lever arms was computed using 

- M t /F„ - M n / F t <t> I m p e l l e r X Volute A 
D o 0.060 2000 RPM f l / u = 0 . 1 . 
A v 0.092 
x o 0.120 

-0 .1 
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0.5 
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Fig. 20(a) 

M t /F n - M „ / F t 0 I m p e l l e r X Volute A 
a o 0.060 2000 RPM f l / u = 0.1 
A v 0.092 
x © 0.120 

Fig. 20(b) 

Fig. 20 The lever arms computed from the components of the unsteady 
moment and force on Impeller X in Volute A at 2000 rpm with fi/w = .1 
for the three flow coefficients: 0 = .O6O, .092 (design) and .120, as a 
function of (a) the cavitation number and (b) the head coefficient. Un
certainty expressed as a standard deviation: M,IF„, M„/F, see text, a ± .008 
and i ± .005. 

°f = T,"u. 

"root-sum-square" for the propagation of uncertainty. The 
variance of a function f of n independent variables x-„ / = 1, 

— T-Oxpc- The error depends upon the mag-

nitude of the denominator, F„ or Ft. For example, at noncav-
itating design flow the standard deviation of —M„/F, for 
Q/w = .l and .3 is approximately .09 and .5, respectively. 

Rotordynamic Force Matrices 
The mass-damping-stiffness model of the hydrodynamic 

force gives, 

F(0 =F„ - [K]x(0 - [C]i(0 - [M]i(0 (6) 
For the imposed circular whirl orbit, the mass-damping-stiff
ness model implies that the matrix [A(fl/w)] is quadratic in 
0/w. Since [A(fl/w)] does resemble a parabola for the impeller-
volute combination presented, the coefficient matrices from a 
least squares fit are given in Table 1. For the set of fl/co tested, 
the curves Axy and Ayx do not quite resemble a parabola for 
every flow condition. Figure 13 shows that Ft can flatten over 
the destabilizing whirl ratio range. The standard deviation in 
the coefficients is approximately .02, .08, and .2 for the stiff
ness, damping and mass matrices, respectively. For <f>= .060, 
they are larger, in particular .1 for the damping matrix. Over 
the whirl ratio range tested, the unsteady moments due to the 
imposed lateral displacement do not in general resemble a 
quadratic in O/w. Consequently, the coefficients of a quadratic 
fit are not presented. A complete rotor dynamic analysis would 
require forces and moments for the deflection as well as the 
lateral rotation of the rotor about its undeflected position 
within the volute. 

The coefficient matrices presented are for two operating 
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Table 1 Stiffness, damping, and mass matrices. Uncertainty expressed 
as a standard deviation: K± .02, C± .08 and M± .2. For <t> = .060, see text. 

flow condition 

<£=.120 
non-cavit 

<A=.120 
3% head loss 

<6=.092 
non-cavit 

<£=.092 
3% head loss 

^=.060 
non-cavit 

^=.060 
3% head loss 

Kzz 
KyI 

-2.34 
-.70 

-2.15 
-.62 

-2.51 
-.78 

-2.42 
-.81 

-2.54 
-.84 

-2.46 
-.67 

K„ 
K„ 

.68 
-2.34 

.65 
-2.12 

.58 
-2.38 

.60 
-2.30 

.50 
-2.20 

.43 
-2.17 

2.46. 
-7.96 
2.27 

-7.70 

1.88 
-8.66 
2.47 

-8.16 

1.6 
-9.2 
2.0 

-9.2 

CTy 

Cyy 
8.19 
2.70 
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Fig. 21(a) 

Fig. 21(6) 

Fig. 21 The lever arms computed from the components of the unsteady 
moment and force on Impeller X in Volute A at 2000 rpm with ilia = .3 
for the three flow coefficients: # = .060, .092 (design) and .120, as a 
function of (a) the cavitation number and (b) the head coefficient. Un
certainty expressed as a standard deviation: M,IF„, M„IF,see text, a ± .008 
and ^±.005. 

points: non-cavitating and cavitating with 3 percent head loss. 
Cavitation at 3 percent head loss did not make the rotor dy
namic behavior of the impeller worse. The range of destabil
izing whirl ratio was slightly reduced. A monotonic change in 
the coefficients between the two operating points cannot be 
assumed. At design flow [A] changes differently for Q/<o= .1 
and .3 with less cavitation. 

Conclusion 
Fluid-induced rotordynamic forces were measured in the 

presence of cavitation for a centrifugal impeller in a spiral 
volute. At 3 percent head loss there was little difference in the 
average normal and tangential force, Fn and F„ for forward 
whirl, slightly more for the larger values of reverse whirl. The 
whirl ratio range of the destabilizing force had decreased slightly 
with cavitation. However a lesser degree of cavitation at the 
design point increased this destabilizing force for a particular 
set of whirl ratios. Through breakdown in head rise the de
stabilizing forces did not exceed their noncavitating values 
except for this one set of data. 

Measurements of the rotordynamic forces on impellers made 
using the dynamometer of the Rotor Force Test Facility at 
Caltech are integrated measurements. The contribution to the 
total force from the varying clearance between the impeller 
front shroud and the casing wall during whirl is not distin
guished from the contribution from the unsteady flow field 
between the whirling impeller and the volute. Further work is 
necessary to quantify the contribution of the shroud flow to 
the impeller force measurements. Childs (1989) has theoreti
cally examined the forces on an impeller shroud. For the im
peller-volute interaction Tsujimoto et al. (1988) includes a 

favorable comparison of his theory with measurements made 
on a two-dimensional version of Impeller X. 
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Using Viscous Calculations in 
Pump Design 
A viscous computer code for designing the meridional channels of high-performance 
pumps is presented. An averaging technique is used to reduce the three-dimensional 
flow to a two-dimensional model. The code, based upon an implicit finite difference 
method for steady two-dimensional incompressible flows, was validated in complex 
flow geometries prior to application in the design analysis of an actual pump. Viscous 
effects are taken into account by two different turbulence models. The Navier-Stokes 
solver is used in conjunction with a standard blade-to-blade calculation by means 
of an automatic graphic procedure that exchanges geometric and flowfield data. 
Various meridional shape solutions are presented and discussed in relation to physical 
evidence. 

Introduction 
More and more sophisticated numerical codes are finding 

application in the fluid dynamic design of hydraulic machinery. 
This is because a growing number of applications involve ex
tremely high/low specific speeds, tighter cavitation restric
tions, and similar requirements, thereby necessitating far more 
accuracy in fluid dynamic design than attainable using classical 
approaches such as Stephanoff's (1967). These enhanced de
sign requirements, calling for a notably high level of flow 
modeling, can be met by: 

1. Using the classic method developed by Wu (1956) in which 
flow is studied by means of inviscid calculations. With com
bined viscous-inviscid methods no longer valid due to their 
inability to account for phenomena provoked by separation 
and strong turbulence, especially on the meridional plane, Wu's 
method constitutes the first step toward fully 3-D Navier-Stokes 
solvers. 

2. Using a fully 3-D inviscid method capable of accounting 
for viscous effects inside the blade passages starting from their 
inception at blade inlet. This approach is best suited to ma
chines with favorable pressure gradients. 

The calculation models are constructed on the basis of Wu's 
theory in which two flowfield surfaces (designated SI and S2) 
are examined. In previous approaches (Martelli and Manfrida, 
1982; Martelli and Manfrida, 1983; Carnevale et al., 1983), 
interaction between inviscid blade-to-blade and meridional 
flows solved by finite elements (FE) was used in flow modeling. 
Thereafter, it was found that greater accuracy could be achieved 
by performing a viscous calculation on the meridional plane 
alone without impairing the results of the blade-to-blade in
viscid calculation. Evidently, the system of data exchange be
tween the two surface calculations must be totally revamped. 

Hence, calculation of the mean meridional blade surface 
was abandoned in favor of a averaged approach allowing better 
evaluation and understanding of the approximations. The de-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
May 15, 1989. 

cision to use viscosity in the meridional plane prior to blade-
to-blade originates from the awareness that the meridional 
form is of prime importance in centrifugal machines and that 
the wet surfaces are much more developed in the meridional 
section. Due to the difference in calculation methods (FE for 
blade-to-blade and finite differences for meridional flow), it 
was necessary to modify the code interface in order to ensure 
ease and rapidity of application. 

In the proposed method, the Navier-Stokes solver is used in 
conjunction with the blade-to-blade calculation described in 
Martelli and Manfrida (1982), Martelli and Manfrida (1983), 
and Carnevale et al. (1983). It is implemented by means of an 
automatic graphic procedure that exchanges geometric and 
flowfield data. 

Special assumptions are introduced to account for the effects 
of rotation and viscous terms. The viscous solver is based on 
an implicit finite difference procedure for steady two-dimen
sional incompressible flows. A nonorthogonal curvilinear mesh 
is provided for solving arbitrary geometries. Turbulence effects 
are accounted by combining two approaches, i.e., the Baldwin-
Lomax model (1978) and Chien's k-e model (1982) with the 
Reynolds averaged Navier-Stokes equations; the artificial com
pressibility equation described by Chorin (1967) is used to 
enforce mass conservation. 

In order to get around the strict stability limitation, Mich
elassi and Benocci (1987), the implicit approximate factori
zation scheme developed by Beam and Warming (1982) and 
validated over a wide range of laminar flowfield geometries, 
was extended to the nonlinear k-e source terms. An implicit, 
rather that explicit, scheme was selected to fit the stability 
limits and in view of the fact that implicit schemes—now ex
tensively used to solve all kinds of flows from supersonic to 
incompressible—are often more convenient. 

To ensure that all channel wall shapes could be solved, a 
nonorthogonal curvilinear coordinate system was developed 
using the method proposed by Thompson et al. (1977) to solve 
the transformed equations in the physical domain by the suc
cessive over-relaxation (SOR) point. The artificial compres-
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sibility equation is especially useful when time-marching tech
niques are used to compute the incompressible flow steady 
states, since they make it possible to avoid cumbersome so
lutions to Laplace equations in which no time derivatives are 
present. 

The Computational Model 
The equations governing the steady viscous turbulent flow 

of an incompressible fluid can be written in general form as 

V W = 0 (continuity) 

(1) 

V-(W(g)W) - '© + — +Q 2 «r -2 f ixW 
P 

(momentum) 

where Fd = V -T. 

For the sake of generality, the reference frame is considered 
to be rotating at pump rotor speed Q. The stress tensor is 
related to the deformation rate through the actual viscosity 
coefficient (laminar or, in the case of the Boussinesq assump
tion, laminar + turbulent, according to flow conditions). 

Accurate modeling is required to close the set of turbulent 
flow equations when solving—as in our case—the Reynolds-
averaged Navier-Stokes equations. In this work, two models 
are considered: the Baldwin-Lomax algebraic formula (1978) 
commonly adopted for turbomachinery calculations and a low 
Reynolds number form of the k— e model. This procedure may 
be considered a first attempt at increasing calculation accu
racy—especially in the recirculating regions—which, however, 
also involves a considerable increase in computational effort. 

The procedure proposed by Hirsch (1978) was used to derive 
a two-dimensional meridional model, since it provides an av
eraged picture of the flowfield in the meridional plane and 
allows semiempirical modeling of blade surface effects. The 
Hirsch averaging technique is based on the following formula 
for a generic variable. 

f=[0s-0pY de (2) 

where the averaging range is given by 

[ds-dp] = 2-K/N>b 

in which b is computed as 

b=l-s/g 
The ensuing expression for averaging the derivative is also given 
in Hirsch. 

Applying this technique to system (1), the equations become 
(note that overbar for averaged values has been omitted for 
simplicity.): 

-(b-fWr) 
dr 

-(b>r- Wfl) 
dz 

= 0 (3) 

1 

dr (b>r) 

where RHS 

1 

(b'r-Wr'Wr) 
1 

\ dr 

(b-r) 

} p 

~(b-r'Wr.Wa) 
dz 

= RHS 
(4) 

+ FA 

(b-r) 
i(b-r-Wa-W)]+^ 

where ZHS = 

dz 

dp 

(b>r-Wa.Wa)] = ZHS 
(5) 

dr 
(/•> 

dm 
(/••K,) = THS (6) 

where THS = (Fb + Fdt)/p and, due to the reference frame's 
rotating speed, FA is 

FA = {W,> W,/r + Q2-r + 2'Q- W,] (4') 

Using the definition of fluctuating as part of an arbitrary 
flow function (/"') with respect to its circumferential average 
value (f): 

the terms can be rewritten, for example, as 

Wa> Wr= Wa' Wr+Wa''Wr' 

In the system comprising (3) - (6), the mean value of the 
fluctuating part is ignored. This means that, although quasi-
axisymmetric, the equations must be considered as having been 
written for their values averaged in d direction. 

Certain terms which might be expected from the averaging 
process fail to appear in the system. This is due to the condition 
(viscous or inviscid) on the blade linking the velocity com
ponents. Actually, what is ignored is the contribution of the 
fluctuating part of the type wa' W/ which is assumed small 
and not able to be computed. 

The Fb terms (Blade Forces) resulting from the presence of 
the blade represent the effect of different blade-side pressures 
and allow for flow turning. They come from the upper and 
lower integration limits and can be written 

b = 
g = 
k = 

m = 
N = 
cP = 
c» = 
P = 
r = 
r = 

Re = 
s = 
t = 

V = 

W = 

blockage factor 
pitch 
turbulent kinetic energy 
meridional coordinate 
blade number 
pressure coefficient 
k-e model constant 
pressure 
radial coordinate 
radial vector 
Reynolds 
blade tangential thickness 
time 
absolute velocity compo
nent or modulus 
relative velocity component 
or modulus 

W 
z 
T 

bt 
a3 

a1 

r),<t> 
* 
€ 

e 
i " 

p 

n 

= relative velocity vector 
= axial coordinate 
= stress tensor 
= time step 
= curvilinear coordinates sys

tem 
= angle in the meridional 

plane, (Fig. 10) 
= blade angles 
= stream function 
= turbulent energy dissipa

tion 
= tangential coordinate 
= viscosity 
= density 
= rotational speed 

0 = 

Subscripts 
a = 
b = 
d = 
P = 
r = 
5 = 
f = 

X = 

® = 
• = 

V = 
T = 

rotation speed vector 

axial 
blade 
diffusive 
pressure side 
radial 
suction side 
tangential 
vector product 
tensor product 
scalar product 
nabla operator 
transposed matrix 
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Fhr = 

Fh7=< 
0 

Fb-tg 4> 

outside blade 
inside blade 

outside blade 
inside blade 

(7) 

(8) 

where Fb = [(ps-pp)/(b'g)] and r) and 4> and geometric blade 
angles which can be set on the camberline in the case of small 
and quasi-constant thicknesses. 

Their meaning is 

tgi\ ~-© tg<f> = r> 

It is possible to neglect other terms related to blockage change 
which are not really significant and, in many cases, are actually 
null: 

[p-(Ps+Pp)/2] 

\p-(ps+PP)/2]-

W b 

W b 
Generally speaking, all of the derivatives of b will be assumed 

as zero so that the term can disappear from equations (3) to 
(6). 

Handling of the viscous terms Fd is theoretically a very com
plicated matter, since Fd = V « T . The stress tensor can be 
expressed by assuming eddy viscosity, which can be evaluated 
in the turbulence model as 

T = / W ( V ® W ) + V®W) r ] (9) 

Because of certain assumptions made in averaging, the vis
cous flow terms are expressed axisymmetrically. These as
sumptions are made for the area inside the blade passage, since 
the axisymmetric expression may be readily obtained if the 
prior-assessed fluctuating part is neglected on the outside. 
Therefore, it is assumed that the difference in stress tensor on 
the blade side and the velocity derivatives may be ignored. 
This is consistent with the use of an inviscid calculation on the 
blade-to-blade surface. On the other hand, the principal effect 
of the terms would otherwise be in the viscous component of 
the tangential momentum used in the blade. In view of these 
considerations, the Fd terms can be written in cylindrical co
ordinates as 

d I (bwr jw\ 
+ Z'—' 

dWr Wr 

dr r 

+ 2 
dr 

'• dz-

<dwr dw; 
— - + — -
dz dr +4 

dz 

/BWa\ 

(10) 

(11) 

The system comprising (3), (4), (5), (7), (8), (10), (11) rep
resents the model to be used in calculating meridional channel 
flow. Note that (7) and (8) contain terms, such as FA in (4'), 
that cannot be derived from other equations. These terms 
represent the link with the blade-to-blade calculation in the 
earlier hypothesis of inviscid flow solved by FE method (Mar-
telli and Manfrida, 1983). 

The blade-to-blade calculation is performed on an axisym
metric stream surface and is based on the solution, by a Finite 
Element discretization, of the momentum equation projected 
in the direction locally orthogonal to the stream wise direction. 
The introduction of the stream function *, satisfying the con
tinuity condition, allows the equation to be written as follows: 

d_ 

36 

a2$ 
dm2' 

= RHS + sin(, ."'> ( * + *>) 

Where RHS takes into account the gradient of rotalpy and 
entropy. The equation is then expressed in a quasi-variational 
form suitable for Finite Element discretization. 

This formulation in 6-m coordinates system can easily treat 
any geometry from axial to radial and by the variation of the 
streamtube thickness can take into account the effect of the 
meridional flow configuration. On the basis of the results of 
the inviscid calculation performed at the hub and shroud, an 
interface model prepares the Fb and FA required for the viscous 
calculation. 

Equation (6) is used to ensure the physical correctness of 
the calculation outside the blade. In this way, it is possible to 
avoid calculating Fvt—which would require a viscous blade-
to-blade calculation. With equation (6), the moment of the 
angular momentum is imposed as a constant along the stream
line outside the blade (with no swirl at the inlet, FA will be 
zero up to the blade origin section), whereas (V, r) is imposed 
as a constant along the streamline starting from blade outlet. 
This allows restricting the use of the blade-to-blade code only 
inside the blading and rigorously evaluating the extra-blade 
FA terms. In the current version, a swirl-less inlet is assumed: 
This avoids iteration in the estimation of the FA values on the 
meridional lines (coordinate m). 

Another important part of computational modeling is the 
choice of the turbulence model to be used in closing the equa
tion systems and evaluating the actual viscosity. Our approach 
(Boussinesq approximation) precludes the use of models based 
upon Reynolds stress that would appear valid for recirculating 
flows, but which are actually somewhat burdensome to use at 
the design stage. Our choice fell upon the algebraic model 
developed by Baldwin and Lomax (1978) which is widely used 
in turbomachinery design, and, in the cases where the Baldwin-
Lomax model proved inadequate, we used a low Reynolds 
number (LR) k-e formulation. 

The classic Baldwin-Lomax model was implemented to han
dle duct flows, since selection of the reference section to be 
used in calculating the distance in the outer region is not au
tomatic. Since the simple geometric division of the channel 
into two equal parts could give rise to marked discontinuities 
in the eddy viscosity, especially in zones where recirculation 
occurs, the model evaluates the function of the outer region 
for each surface and weights the two parts' contribution to 
each point. The result is perfect continuity in the viscosity 
between the two walls. Special evaluation of friction velocity 
is performed at the initial separation zone; the value of the 
velocity tends to zero making the mixing length meaningless. 

An attempt to increase calculation accuracy, especially in 
the recirculating region, was made by using LR forms of the 
k-e two equation model applicable to solving parabolic flows. 
One of the main advantages of the LR forms is that the viscous 
layer does not require bridging by means of wall functions; 
down-to-the-wall solutions may be achieved by introducing 
damping functions in the high Reynolds number form of the 
k-e model to account for viscous effects that become dominant 
in the region close to the wall. 

It should be pointed out, however that the gains in accuracy 
afforded by the LR form are accompanied by a consistent 
increase in computational effort, since a high degree of mesh 
refinement is required in the buffer layer flow region. The LR 
form selected for our investigation (Chien, 1982) solves for 
the isotropic part of the turbulence dissipation e while intro
ducing a new term to account for the nonisotropic effect dom
inating the viscous layer. 

The original set of functions and related constants Chien 
(1982) was left unchanged. Due to the introduction of these 
additional terms, the solid wall value of the turbulent kinetic 
energy and the isotropic part of the turbulent dissipation were 
set at zero. The model also provides diagonal dominance, at 
least under the fully developed flow conditions investigated 
(Chien, 1982). For an implicit coupled method, this charac-
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Fig. 1 Planar turnaround duct; 90x65 mesh 
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Fig. 2 Planar turnaround duct; close-up view of pressure isolines 
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Fig. 3 Planar turnaround duct; bend inlet streamwise velocity profile 
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Fig. 4 Planar turnaround duct; bend outlet streamwise velocity profile 

teristic ensures good convergence rates, even in elliptic flow-
fields. 

Numerical Procedure 
The main drawback of a steady incompressible flow for

mulation is the absence of time derivatives in the continuity 
equation. This imposes direct solution of the continuity equa
tion or a Poisson-like equation obtained by cross differencing 
the momentum equations, and, in most cases, prevents the use 
of time-marching techniques. 

In order to have a pseudounsteady form of the continuity 
equation, Chorin's artificial compressibility method (1967) was 
adopted by Michelassi and Benocci (1987) for the solution of 
the incompressible Navier-Stokes equations. In this formula
tion, a fictitious state equation is defined and the pressure is 
placed in the time-dependent form of the continuity equation 
that reduces to: 

•f- + £ . 
dt 

dWa dWr W, 

dz dr r 
= 0 (12) 

where E > 0 is an artificial compressibility parameter. Evi
dently, equation (12) will enforce mass conservation only at 
the steady state so that it is impossible to follow a physical 
time transient. The unsteady form of the N-S equations are 
then coupled to (12): 

3Wr dWrWT dWr 
L + 1 C + 1 

dt dr dz 

WrWT 0 + Fdr+Fhr) - + F 

dWe dWrWe dWt 

dt dr dz 

reWB=( dp 
dz 

WeWr 
+ Frl7 + F, bz. 

(13) 

(14) 

^ £ ^ ® V 

A-v^A 
A 

Vf 

present calc. 

A experiments 
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centerline (cm) 

Fig. 5 Planar turnaround duct; wall pressure distribution 

The solution of viscous turbulent flows necessitates exceed
ingly stretched out grids. Also, if the physical domain is ir
regular—as is usually the case in turbomachine channels—then 
nonorthogonal coordinate systems must be used. The curvi
linear coordinate system (a, /3) is generated by a preprocessor 
that operates according to either a simple algebraic procedure 
or a more sophisticated method proposed by Thompson et al. 
(1977) that was found particularly convenient for channel ap
plication (Martelli and Michelassi, 1988). The discretization 
of the partial differential equations was carried out using the 
centered finite differences of the strong conservative form de
veloped by Pulliam and Steger (1980). With this form, it is 
possible to minimize the errors caused by undifferentiated met
rics in the curvilinear coordinate systems. If these are not 
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Fig. 6 S.H.F. pump; meridional plane 35x52 mesh 

properly differentiated, the ensuring errors can act as source 
terms that may affect the solution. Introducing the artificial 
compressibility equation, it is possible to write the time-de
pendent system of the five coupled equations (three in the case 
of the Baldwin-Lomax model) in vector form: 

dq 3F dG 

dt+da+ dB'~ 
3Fd JGd (15) 

in which the unknown vector is: 

q = J - ' ( p , W„ Wne,k)T 

where J is the Jacobian of the transformation from r, z to a, 
0, F and G are the convective terms flux vectors, Fd, Gd are 
the diffusive terms flux vectors, H is source vector. The system 
is solved with respect to the cartesian velocities; details of the 
flux vectors and the solution procedure may be found in Mar-
telli and Michelassi (1988). Evidently, when a laminar flow is 
solved or the Baldwin-Lomax model is used, the last two equa
tions are dropped and the differential system reduces to three 
equations. In practice, the Jacobians of the flux vectors are 
simplified, but the procedure remains unchanged. 

The approximate factorization method proposed by Beam 
and Warming (1982) is probably so well known that no further 
explanation is necessary. The linear system resulting from (15) 
can be written as it follows: 

(16) 
[I + 6St(Hj/2 + 8a(A + 5a(R,a)) - 5aaR]5q = RHS 

[I + 85t(Hj/2 + ^ (B + SpiSM - 6W S]8q* = 5q* 

where 8 is a central finite difference operator, 

V da d/3 da d/3 ) 

A and B are the Jacobians of the convective terms, R and S 
are the Jacobians of the diffusive terms, H,- are the Jacobians 
of the source terms introduced in both the sweeps, 8t is the 
timestep, q" is the solution at time t = n bt, and Sq"+1 - q". 

Fig. S.H.F. pump; pressure 
-1.15/p(14) = 0.39). 

isolines without source terms. 
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Fig. 8 S.H.F. pump; velocity field without source terms 
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blade t r a i l i n g edge 

Fig. 9 S.H.F. pump; pressure isolines. (fl(1) = - 4.35 / p(15) = 0.) 

Fig. 10 S.H.F. pump; streamlines pattern 

The resulting linear system is solved by block tridiagonal matrix 
inversion. Moreover, with respect to the classical decoupled 
technique, the coupling of the five equations implicitly ac
counts for the k and e convection terms, thereby giving rise 
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Fig. 11 S.H.F. pump; velocity field 

to a welcome gain in computational stability especially in com
plex domains. 

The 8 parameter weights the implicit and explicit contri
bution to the space operators; all the calculations described 
were carried out using 0 = 1 . The use of the artificial com
pressibility formulation does not allow following a physical 
time transient so that, in order to take full advantage of the 
implicit solver, a local time step formula is implemented. 
Fourth-order explicit and second-order implicit numerical dis
sipation terms are then added in order to damp the numerical 
modes with the highest wave numbers (Pulliam, 1986). The 
use of artificial damping was necessary only in the artificial 
compressibility equation which does not contain any physical 
damping term, in order to avoid significant decreases in con
vergence speed. 

Results 
After prior validation had been attained from two-dimen

sional geometries (Martelli and Michelassi, 1988; Michelassi, 
1988), the first assessment of the proposed method was carried 
out on an especially complex geometry much resembling pump 
meridional channels. The method was then applied to the mer
idional channel of the S.H.F. pump analyzed by Philibert 
(1985); the S.H.F. is a typical configuration of a high per
formance centrifugal pump with backward curved blades. 

Planar Turnaround Duct 
After a successful validation of the code in a straight channel 

flow at various Reynolds number numbers, Re (Michelassi, 
1988), the Chien LR formulation was implemented to study 
the flow in a planar turnaround duct. The test Reynolds num
ber, based on the inlet section width and the inlet average 
velocity was 80,000. In the test geometry proposed by Sandborn 
and Shin (1987), the flow exhibits a 180-deg inversion in a 
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Fig. 12 S.H.F. pump; modification to the shroud profile 
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Fig. 13 S.H.F. modified pump; velocity field 

constant cross section channel with smooth walls. The exper
imental uncertainty is weakly influenced by small flow rate 
variations that caused the data to be scaled with the inlet flow 
velocity; the Reynolds number variation was < 10 percent. 
The computational mesh was obtained by a simple algebraic 
method that produced the strictly orthogonal grid shown in 

b l a d e t r a i l i ' n g edge 

b l ade l e a d i n g edq 

Fig. 14 S.H.F. modified pump; pressure isolines. (P (1): 
p(15) = 0.) 

-4.12 / 

Fig. 1; 90 points in the streamwise direction and 65 points in 
the cross-stream direction were used. A brief preliminary mesh 
independence test was carried out for a fully developed channel 
flow at Re = 80,000 in order to evaluate the minimum number 
of points that allowed capturing the peak in turbulent kinetic 
energy located in the boundary layer. A reasonable prediction 
of this peak could be obtained with 65 points in the cross-
stream direction; the mesh expansion ratio in the cross-stream 
direction is 1.15. 

Converged pressure isolines (dimensionalized with respect 
to pVinM

2), are given in Fig. 2 for the 180-deg bend region. It 
is evident that while wiggles are absent in the core region, weak 
pressure oscillations are present at the bend exit close to the 
outer wall. This is probably caused by insufficient mesh re
finement in the main flow direction. The use of large artificial 
damping would definitely smooth the pressure wiggles, but 
would also seriously affect the quality of the results by in
creasing the overall mass error which was approximately 10"4. 
Figure 3 shows the bend inlet streamwise velocity profile com
pared with experiments; agreement with measurements is good. 
Nevertheless, the velocities are weakly underestimated close to 
the outer wall, suggesting that the experimental boundary layer 
is probably thicker than the computed one. Conversely, it 
seems that the computed boundary layer is slightly thicker than 
the experimental one close to the inner wall. In Fig. 4 which 
shows the velocity profile at the bend exit section, agreement 
deteriorates. It is clear that the model predicts a stronger mo
mentum transfer in the cross-flow direction than the meas
urements. 

This results in a smoother velocity profile in the entire duct 
section. Moreover, the velocity module in the outer wall prox
imity is underestimated; this proves the presence of a strong 
cross-stream diffusion. While this problem is common when
ever a flow with strong streamlines curvature is solved by a 
k-e model it is worthwhile observing that there is no flow 
separation, as the experimental velocity profile indicates, even 
though a certain flow unsteadiness caused uncertainties in the 
measurements. This result conflicts with an investigation by 
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Brankovic and Stowers (1988) where, using Chien's low-Rey
nolds number form of the k-e model, a strong separation was 
detected. 

This discrepancy in the models' behavior may be attributed 
to the friction velocity ut definition. Chien's model used ex
ponential damping functions based on «„ defined as: 

U„=\jTvlM/p 

In separated regions, or whenever rwall approaches zero, the 
use of this parameter may cause the prediction of a nonphysical 
growth of the boundary layer. Following the wall function 
approach, we decided to correlate ut to the cross-sectional 
peak in turbulent kinetic energy as follows: 

This choice ensures no separation at the bend outlet section. 
The computed inner and outer wall distributions of the static 

pressure coefficient Cp (Fig. 5), are defined as: 

Cp=p/(U2p Kinlet
2) 

Comparison with measurements shows that, while the pres
sure in the outer wall is well predicted, the model underesti
mates the minimum pressure at the inner wall. This discrepancy 
must not be entirely attributed to the relatively coarse grid; 
the higher pressure computed at the inner wall is strongly 
related to the predicted velocity at the bend exit section. Due 
to the smoother velocity profile, losses are redistributed in the 
cross-stream direction yielding to different static pressure at 
the walls. 

Although, it would have been interesting to compare the 
total pressure distribution in the flow centerline, this quantity 
was not available from the experiments. 

An attempt to solve the same flow using the Baldwin-Lomax 
turbulence model failed to obtain a steady converged result. 
Using the present solver we were unable to control the growth 
of a nonphysically large recirculating region located immedi
ately downstream of the bend exit. 

S.H.F. (Societe Hydrotechnique de France) Radial Im
peller 

The algebraic model was used for convenience and cost; a 
k-e would have required a very high number of transversal 
points (over 65) to capture K and e peaks near the wall. At 
the same time, the algebraic model appeared to give physical 
results without convergence problems, since the geometry was 
not as curved (90-deg turning) as in the previous case (180-deg 
turning). The 35 x 52 mesh shown in Fig. 6 was extended 
considerably beyond the blade edge in order to improve down
stream pressure conditions which do not influence the blade 
exit area. In the same figure the grid lines in the cross-flow 
direction corresponding the to the blade leading and trailing 
edges are clearly marked. 

The first test shown in Figs. 7 and 8 refers to the flow in 
the meridional channel of the S.H.F. pump with no source 
terms from blade-to-blade calculations. The Reynolds number 
based on the inlet maximum axial velocity and inlet section 
width is approximately 180,000. It can be seen that the bound
ary layer grows slightly on the shroud and pressure remains 
virtually constant along the end of the duct. In Figs. 9-11 
showing the results of the calculations for the S.H.F. blades, 
the source terms Fb and FA (from the presence of the blades 
and previously evaluated through a blade-to-blade calculation) 
are introduced. Pressure distribution (Fig. 9) shows a marked 
displacement of the maximum and a greater uniformity at the 
end in comparison with the just mentioned calculation. Anal
ysis of the streamlines (Fig. 10) and velocity clearly shows early 

separation on the shroud wall and a higher energy level for 
the flow close to the hub. The separation going beyond the 
blade appears reasonable; as the code did not reveal any con
vergence problems. The computer results most likely represent 
a true physical description of the flow: 

Another test was conducted on a slightly different geometry, 
obtained by smoothing the shroud boundary (Fig. 12) to assess 
the model's sensitivity to channel shape. Even if only slight 
modifications are made, the code shows appreciable gain (ap
proximately 5 percent) in the static pressure rise when com
pared with the original S.H.F. geometry (Fig. 13) and a partial 
displacement of the separation point (Fig. 14). The low-energy 
fluid zone is not significantly affected, despite the overall rise 
in total pressure. 

Comments 
Calculations have validated the method's capability to ac

curately represent flow in the design of radial machinery. The 
codes' interaction structure notably facilitates management 
and, in addition, the grid-generation method has been proven 
of producing meshes of adequate size for achieving accurate 
flow evaluation. The code also offers the possibility of using 
the k-e turbulence model in place of the algebraic model in the 
case of problems encountering strong separations. 

The method proved to be able to model the main features 
of the flow, within the meridional passages of pumps. The 
capacity of the method to feel slight modifications of the 
boundary shape qualifies it for design purposes at a good level 
of accuracy. Some limitations arise because of the averaging 
concept, which neglects fully three-dimensional effects. A more 
sophisticated approach requires a full 3D solver, which is not 
always easy to handle for design purposes. 

The method requires further straightforward development 
in order to deal with flows with non-radial exit and inlet swirl. 
A promising development is the elimination of the blade-to-
blade calculation that allows computing the extra forces F, 
thereby avoiding the iterative part. This might be possible using 
the equation averaged in d (6) simplified on the basis of as
sumptions suggested by experimental correlations for blade-
to-blade flows regarding the distribution of the angular com
ponents of the velocity. This would allow to maintain the two-
dimensional nature of the numerical model in which the extra 
forces could be computed by much simpler approaches than 
the inviscid blade-to-blade calculation. We are currently at
tempting to achieve a simpler, more flexible system which could 
be used by the designer prior to passing on to more sophis
ticated three-dimensional methods. 
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Pressure and Three-Component 
Velocity Measurements on a 
Diffuser That Generates 
Longitudinal Vortices 
This paper presents flowfield measurements on a wide-angle, three-dimensional 
diffuser that has a vastly improved static-pressure recovery over the corresponding 
plane-wall diffuser when discharging into a plenum. The diffuser geometry consists 
of a pyramid-shaped insert attached to the diffuser expansion wall. The upsweep 
on the upper surface of the pyramid generates a transverse pressure gradient that 
causes the incoming flow to roll up into two symmetric, longitudinal vortices. Earlier 
flow-visualization studies have shown that these vortices replace the closed separated 
regions along the diffuser expansion wall, eliminating flo w oscillations and hysteresis. 
This paper presents quantitative information, in the form of static pressure, total 
pressure, and three-component Laser Doppler Velocimeter (LDV) measurements, 
on the diffuser flowfield for two variations in the pyramid geometry. Information 
from these studies is useful in developing configurations with enhanced pressure 
recoveries. The greatly improved static-pressure recovery of this diffuser, combined 
with its superior flowfield features, make it particularly suitable for exhaust diffuser 
applications. 

1 Introduction 
The adverse pressure gradient in diffusers often results in 

flow separation, sometimes creating unsteady effects within 
the diffuser as well as in the rest of the flow system (Reneau, 
Johnston, and Kline, 1967). In addition, diffusers tend to 
amplify the nonuniformities present in the inlet velocity profile. 
These factors often limit the design to diffusion angles less 
than seven degs. This has the effect of dramatically increasing 
the diffusion length required and thus seriously limiting their 
application. 

Well-known techniques exist to improve the performance of 
nonoptimal diffusers. These include boundary-layer suction, 
boundary-layer blowing, and the use of vortex generators that 
energize the boundary-layer fluid. However, these techniques 
do not work for extremely wide-angle diffusers. This paper 
presents flowfield measurements on a wide-angle, three-di
mensional diffuser design that generates two longitudinal vor
tices. The diffuser geometry is shown in Fig. 1. The basic 
configuration is a plane-wall diffuser having an expansion half-
angle of 20 deg so that the flow would normally separate, 
producing a large recirculation region. To prevent such sep
aration, a pyramid-shaped insert is attached to the basic dif-
fuser's expansion wall. The upsweep on the pyramid upper 
surface creates a transverse pressure gradient that causes the 

'Presently, at Sverdrup Technology, Inc., Tullahoma, TN 37388. 
Contributed by the Fluids Engineering Division and presented at the Fluids 

Engineering Conference, Toronto, Canada, June 4-7, 1990 of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the Fluids Engi
neering Division March 9, 1989. Paper No. 90-FE-2. 

incoming flow to form two symmetric longitudinal vortices 
along the pyramid side surfaces. 

Previous flow-visualization studies (Goenka, Panton, and 
Bogard, 1989) showed that the flow past the pyramid is some
what analogous to that past a delta wing. The upsweep on the 
insert upper surface has the same effect on the flow as the 
delta wing's sweepback angle. Those studies also showed that 
at Reynolds number greater than 6000 (based on the diffuser-
inlet height), the separated regions along the basic diffuser's 
expansion wall were eliminated by the pyramid and replaced 
by two longitudinal turbulent vortices. Further, the flow ex
hibited little or no hysteresis, which can occur with separation, 
with respect to changes in Reynolds number. 

This article complements the previous study with quanti
tative information about the diffuser flowfield. It presents 
static-pressure, total pressure, and three-component mean and 

6 =20 degrees B/H= 1.75 

Fig. 1 Test diffuser geometry 
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Fig. 3 Coordinate system used for presenting LDV measurements 

Fig. 2(a) Schematic of air channel facility (upstream portion) 

Basic Diffuser Taiipipe 

Fig. 2(b) Schematic of air channel facility (downstream portion) 

rms velocity measurements made on the diffuser flowfield. 
The effect of variations in the pyramid geometry on the flow 
are also presented, and can serve as a guide to designers of 
similar devices. 

The diffuser configurations tested demonstrated much better 
static-pressure recoveries than a plane-wall diffuser when dis
charging into a plenum. In addition, the absence of closed 
separated regions along the expansion wall of this diffuser 
eliminates low-frequency oscillations that are characteristic of 
such regions. These features make this design particularly suit
able for exhaust diffuser applications, such as exhaust diffusers 
for turbomachinery. The understanding gained from this study 
is also useful in developing configurations with superior pres
sure recoveries. 

2 Experimental Apparatus and Procedures 
The measurements described in this paper were made in an 

air channel facility, a sketch of which is shown in Fig. 2. A 5 
hp axial-flow fan forced air through a vaned diffuser into a 
1221 mm-by-445 mm cross-section settling chamber containing 
a 30 mm-thick honeycomb and four 18-mesh aluminum screens. 
The air then entered a 4.8:1 contraction section made from 
16-gage sheet metal before flowing into a 254 mm-by-445 mm 
cross-section entrance duct made from 18 mm-thick plywood. 
The test diffuser had an expansion half-angle of 20 deg, an 
area ratio of 2.0, and an aspect ratio of 1.75. The top wall of 
the diffuser was made from 12 mm-thick clear acrylic to allow 
optical access for LDV measurements. The diffuser section 
was followed by a tailpipe which exhausted to the atmosphere. 

Several air channel configurations were used during the 
measurements. Tests on the diffusers were conducted with two 
different tailpipe lengths. The shorter tailpipe was two exit 
widths long, while the longer tailpipe was four and a half exit 
widths in length. An entrance duct of two different lengths 
was used between the contraction exit and the diffuser inlet 
during the tests. This was done to vary the boundary-layer 
thickness at the diffuser inlet, and thus vary the inlet blockage 
factor, B (defined as (l-2d/H), where dis the inlet boundary-

Fig. A Side view of diffuser showing the four different apex positions 
for the pyramid inserts 

Fig. 5 Diffuser flow field characteristics 

layer displacement thickness, and H the inlet height of the 
duct). 

Tests were conducted at a nominal diffuser inlet speed of 
20 m/s. This corresponds to a Reynolds number of 2.75 X 105 

based on the diffuser inlet height. 
Wall static-pressure measurements were made at several lo

cations along the streamwise direction. Because the flowfield 
is three-dimensional, static-pressure measurements at a given 
cross-section were made at an average of five different loca
tions. These measurements are presented as a pressure coef
ficient based on the static and dynamic pressures at the diffuser 
entrance; Cp = (p—pi) /q\. Uncertainty in these measurements 
is assessed to be ±0.003. 

Diffuser exit total-pressure surveys were made with a Keil 
probe. This information is presented as a loss coefficient based 
on the total and dynamic pressures at the diffuser inlet; 
Lc=(pn-p,)/q{. 

Velocity measurements were made using a TSI 9100-10 LDV 
system. The radiation from a two-watt Argon-Ion laser was 
split up into five beams of two wavelengths so as to measure 
three velocity components simultaneously. Frequency shifting 
was used on all three components so that flow reversals could 
be detected. The angles between the beams were measured to 
determine the fringe spacing in the probe volume. This was 
accomplished by directing the beams onto a vertical surface, 
and measuring the change in distance between the beams on 
that surface when the LDV was moved forward a known dis
tance. 

A six-jet atomizer was used with sugar to produce the seed, 
which was introduced at the blower inlet. A check on the seed 
uniformity was made by measuring the data rate across the 
contraction exit. The data rate was found to be a constant, 
indicating a uniform seed density in the flow. 
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V/Uj =0 .5 ~ (e): X/H.= 2.75 (f): X/H - 4.25 

Fig. 6 Mean-velocity measurements in y-z planes. High-upsweep con
figuration. Coordinates and cross-sections are defined in Fig. 3. Dashed 
line is shadow of pyramid projected forward. 

(e): X/H = 2.75 (f): X/H = 4.25 

Fig. 7 Mean velocity measurements in y-z planes. Low-upsweep con
figuration. 

Between 400 and 600 data samples were used for each mea
surement and a typical measurement period was from 15 to 
30 seconds. Velocity biasing corrections were made using Dop-
pler residence time weighting as recommended by Edwards 
(1987). 

LDV velocity measurements were taken at several cross-
sections of the flowfield. The coordinate system used to define 
these cross-sectional planes is shown in Fig. 3. The origin of 
this coordinate system is located such that X= 0 corresponds 
to the diffuser inlet, while Y=Q corresponds to the bottom 
wall of the tailpipe. Rms velocity fluctuations are represented 
by three mutually orthogonal vectors which represent the mag-

n^5R o o o y'hx = 0.75 
A & & y/hx = 0.50 
• a a y / h x = 0.25 

F1 

1 
I 

X/H = 0.0 X/H = 2.75 

-8.00 -4.00 0.00 4.00 8.00 12.00 

Normalized Distance, X/H 

Fig. 8(a) Side wall pressure measurements for high-upsweep config
uration 

O (5 O Top Wall: Z/W . 0.50 
i i 4 Bottom Wall: Z/W - 0.25 
0 a O Bottom Wall: 27W - 0.50 

r—X 
X/H = 0.0 X/H - 2.75 

-8.00 -4.00 0.00 4.00 

Normalized Distance, X/H 

3.00 

nitude of ur. , respectively. Both mean and rms 

Fig. 8(b) Wall static pressure measurements for high-upsweep config
uration—top and bottom walls 

velocities are normalized with the mean velocity at the diffuser 
inlet. 

The precision uncertainty in the mean velocity measurements 
is assessed to be ±0.6 percent of the streamwise velocity at 
the diffuser inlet in regions of low turbulence, while it increases 
to ±1.3 percent in regions of high turbulence. The uncertainty 
in the rms measurements is about 0.5 percent of the diffuser 
inlet velocity. 

3 Characteristics of the Flowfield 
Two pyramid configurations having different amounts of 

upsweep on their top faces were selected for detailed flowfield 
investigation. This choice provides two cases so that the phys
ical flow effects of geometry can be assessed; neither is nec
essarily the optimum configuration. The low-upsweep 
configuration had an upper surface which swept up one third 
of the way to the top wall of the diffuser, while the high-

Journal of Fluids Engineering SEPTEMBER 1990, Vol. 112/283 

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ejg o o o y / h
x = 0.75 

4 a A y/hx = 0.50 
a a a y/hx = 0.25 

X/H = 0.0 X/H . 2.75 

-8.00 -4.00 0.00 4.00 

Normalized Distance, X/H 

12.00 

Fig. 9(a) Side wall pressure measurements for low-upsweep configu
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Fig. 9(b) Wall static pressure measurements for low-upsweep config
uration—top and bottom walls 

upsweep configuration had an upper face which swept up two 
thirds of the way to the top wall. These configurations are 
shown in Fig. 4, and correspond, respectively, to the cases 
AP = 4H/3 and 5H/3 in the flow visualization studies in Goenka 
et al. (1989). 

Various features of the diffuser flowfield were analyzed with 
the help of the pressure and velocity measurements. A sche
matic representation of the flowfield, shown in Fig. 5, is based 
on the previous flow-visualization studies and the present 
measurements. Important features include the stream wise vor
tex, its breakdown, and the presence of "open" separated 
regions in the flow. Comparisons between studies on the pres
ent diffuser and those conducted on the plane-wall diffuser 
are made when appropriate. 

Streamwise Vortex. The amount of upsweep on the insert 
upper surface markedly affected the strength of the streamwise 
vortices. Without any upsweep, that is H or 2H/3 in Fig. 4, 
the pyramid is submerged in a separated flow. The upswept 
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Fig. 10 Mean velocity measurements in x-z planes. High-upsweep con
figuration. 

Fig. 11 Mean velocity measurements in x-z planes. Low-upsweep con
figuration. 

face projecting into the flow creates a transverse pressure gra
dient that imparts a lateral motion to the approaching flow 
and generates streamwise vorticity (see Fig. 6(b)). As the flow 
crosses the swept ledge it then dives down and the angular 
momentum is wrapped into the longitudinal vortex (Fig. 
6(c),(d),(e),(f)). Comparing the velocity vectors in Figs. 6 
and 7 shows evidence of much greater vortex strength for the 
high-upsweep case. In particular, the cross-flow velocities in 
the diffuser exit plane, shown in Figs. 6(e) and 7(e), were 
higher for the high-upsweep case. Higher swirl velocities at the 
tailpipe exit resulted in increased exit kinetic energy losses. 
Figures 8 and 9 are static-pressure measurements for the highl
and low-upsweep cases. They show that the static-pressure 
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Fig. 12 Rms measurements in y-z planes. High-upsweep configuration. 
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Fig. 14 Rms measurements in y-z planes. Low-upsweep configuration. 

Fig. 13 Rms measurements in x-zplanes. High-upsweep Fig. 15 Rms measurements in x-z planes. Low-upsweep configuration. 

experienced a greater drop for the high-upsweep case; this is 
a direct result of higher velocity magnitudes due to a stronger 
vortex. These measurements will be analyzed further in the 
following sections. 

Vortex Breakdown. Vortex breakdown was promoted by 
the adverse pressure gradient in the diffuser, and occurred 
close to the diffuser inlet. The velocity measurements in Figs. 
6, 7, 10, and 11 indicate that the vortex breakdown occurred 
earlier for the high-upsweep case. Figures 10 and 11 show 
velocity measurements at different X-Z planes for the high 
and low-upsweep cases respectively. Figure 6(c) shows the 
cross-flow velocity measurements made on the vortex at 
A77/=0.5 for the high-upsweep case, while Fig. 10(e) shows 
that the corresponding axial velocity along the vortex axis was 

very low. This might suggest that the vortex had experienced 
a breakdown by X/H=0.5. Figure 7(c) shows transverse ve
locity measurements made on the vortex at X/H =0.5 for the 
low-upsweep case. The corresponding velocities in the X-Z 
plane are shown in Fig. 11 (d) and (e). As can be seen in Fig. 
11 (d), velocity magnitudes along the vortex axis were still high, 
implying perhaps that the vortex had not as yet suffered a 
breakdown. 

Rms velocity fluctuations in the flow are presented in Figs. 
12 and 13 for the high-upsweep case and in Figs. 14 and 15 
for the low-upsweep case. Although rms values were only about 
10 percent higher following breakdown, accompanying lower 
local mean velocities increased the turbulence intensity signif
icantly. 
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(a) (b) 

Fig. 16 Total pressure loss for low-upsweep case, (a) B-
0 = 0.033. Short tailpipe, exit plane. 

0.025; (b) 

Total-pressure losses in the flow were due primarily to vortex 
breakdown losses. This is evident from exit total-pressure sur
veys conducted on the low-upsweep configuration with the 
shorter tailpipe attached. These surveys are presented in Fig. 
16 as contour plots for inlet blockage factors of 0.025 and 
0.033, and show that the total-pressure losses were highest 
downstream of the breakdown location. 

Open Separated Regions. The vortex and its subsequent 
breakdown gave rise to open separated regions in the flow and 
LDV measurements showed that the flow in these regions suf
fered streamwise velocity defects. This is evident from Fig. 
10(c), (e),and (g) for the high-upsweep, and from Fig. 11 (d) 
and (g), for the low-upsweep case. 

The extent of the open separated regions for the high and 
low-upsweep cases is indicated in Figs. 6 and 7. The lines 
indicating the boundaries of these regions were based on lo
cations where high streamwise velocity gradients occurred in 
the flow. The separated region was smaller in extent for the 
low-upsweep case and bulged out further towards the diffuser 
side walls as compared to the high-upsweep case. These sep
arated regions, which extended into the tailpipe, reduced the 
effective diffusion area of the flow. The shear layers surround
ing these regions generated frictional losses in the flow, and 
the contour plots in Fig. 16 show that the total-pressure loss 
in these regions was high. Interestingly, the lines showing the 
boundaries of these regions in Figs. 6 and 7, and the total-
pressure contours in Fig. 16 show the same extent for these 
separated flow regions. 

Turbulence. As is evident from Figs. 13 and 15, rms values 
of velocity were low in regions where the flow did not interact 
with the insert. This was true especially for the flow along the 
top wall of the diffuser. 

Rms values were in general higher for the high-upsweep case. 
Typically, rms values for the flow in the tailpipe were 50 percent 
higher for the high-upsweep case than for the low-upsweep 
case. All three rms components had about the same magnitude 
at a given point in the flow, indicating that the turbulence was 
roughly isotropic. 

Streamwise Velocity. The diffusion of the streamwise ve
locity component was curtailed by the presence of open sep
arated regions. They reduced the effective flow area and created 
streamwise velocity defects at the diffuser exit plane. This can 
be seen in Figs. 10 and 11. 

The streamwise flow uniformity in the tailpipe improved 
rapidly due to the swirl in the flow. Significant additional static-
pressure recovery occurred in the tailpipe section due to an 
improvement in the uniformity of the velocity profile. This is 
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Table 1 Mass-averaged total-pressure loss—results from exit 
total-pressure surveys 

P, Loss of inlet blockage factor B: 

Diffuser 

Plane-wall 
Low-upsweep 
High-upsweep 

5 = 0.025 

.253 

.294 

.391 

5 = 0.033 

.326 

.341 

.452 

Change In 
P, Loss 

+ 29% 
+ 16% 
+ 16% 

of course true for any diffuser connected to a tailpipe. The 
flow will eventually become uniform and recover some energy 
(in contrast to a plenum). When the flow becomes fully de
veloped, there is no further increase in the static-pressure within 
the tailpipe. Figure 8 shows that the velocity profile was fully 
developed at four exit hydraulic diameters (7.5 inlet heights) 
for the high-upsweep case, while Fig. 9 shows that the velocity 
profile was fully developed at six exit hydraulic diameters (11.2 
inlet heights) for the low-upsweep case. The greater swirl and 
high turbulence intensities in the high-upsweep case introduced 
a greater amount of mixing in the tailpipe, and this resulted 
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Fig. 18 Comparison of wall static pressure measurements for the plane-
wall diffuser, the low-upsweep configuration, and the high-upsweep con
figuration 

in the flow becoming fully developed earlier. Figure 17 shows 
static-pressure measurements for the plane-wall diffuser. These 
show that the flow was not fully developed even at the tailpipe 
exit. This is due to the smaller amount of mixing in the tailpipe 
for the plane-wall diffuser compared to the configurations with 
the insert. 

Total-Pressure Recovery. Exit total-pressure surveys for 
the low-upsweep case with the short tailpipe are shown in Fig. 
16. These measurements were conducted for two different val
ues of the inlet blockage factor. As expected, the measurements 
indicate high losses in the separated regions, especially down
stream of vortex breakdown. Also, losses in the corners were 
higher, since boundary layers were thicker in the corners due 
to the presence of the swirl in the diffuser. In principle, a thick 
inlet boundary layer would thicken the vortex core and reduce 
the total-pressure there. However, the value of the loss-coef
ficient in the flow downstream of breakdown is relatively in
sensitive to changes in the inlet boundary-layer thickness. This 
implies that the total-pressure loss experienced by the fluid in 
a stream filament within the vortex core after vortex break
down was reduced due to a thickening of the diffuser-inlet 
boundary-layer. This suggests that the breakdown was less 
"intense," but was spread over a larger cross-sectional area, 
with a thicker boundary layer. 

Exit total-pressure surveys for the high-upsweep case with 
the short tailpipe attached showed no specific trends. This was 
due to the higher turbulence intensities that are present in the 
flow for the high-upsweep case. 

Exit total-pressure surveys on the plane-wall, the high-up
sweep case, and the low-upsweep case, with the longer tailpipe 
attached, were conducted for the inlet blockage factor, B, equal 
to 0.025 and 0.033. The results are presented in Table 1, and 
show that the total-pressure loss increased by 29 percent for 
the plane-wall diffuser, but by only about 16 percent for the 
high- and low-upsweep cases, when the value of B increases 
from 0.025 to 0.033. 

Static-Pressure Recovery. Static-pressure measurements 
along the diffuser top, bottom and side walls were presented 
in Figs. 8, 9, and 17 for the high-upsweep, low-upsweep and 
plane-wall cases, respectively. The top and bottom wall dis
tributions are presented together in Fig. 18 for comparison. 
The presence of the vortex, as well as streamline curvature 
effects, made the static-pressure distribution highly three-di
mensional within the diffuser expansion section. Additional 

Low Pressure Due 
to Vortex 

Suction 
at Inlet 

Passive Bleed Technique 

Fig. 19 Suggested geometric modifications to improve diffuser pres
sure recovery 

static-pressure recovery occurred in the tailpipe due to an im
provement in the uniformity of the streamwise flow and decay 
of the swirl. Pressure measurements along the upper wall are 
actually a better indication of the diffuser static-pressure re
covery, since flow streamline curvature effects are smaller near 
the upper, flat wall. As can be seen from Fig. 18, a significant 
amount of the static-pressure recovery occurs within the dif
fuser expansion section for the low and high upsweep cases, 
whereas most of the pressure recovery of the plane-wall diffuser 
occurs in the tailpipe. 

The diffuser static-pressure recovery was also measured while 
it was discharging into a plenum rather than a tail pipe. The 
pressure recovery was 0.11 for the plane-wall diffuser and 0.32 
for the low-upsweep case, for an inlet blockage factor, B, of 
0.033. No pressure recovery measurements were made for the 
high-upsweep case. Thus, in the absence of a tailpipe, the low 
upsweep configuration shows a significantly superior static-
pressure recovery compared to a plane-wall diffuser. This means 
that a system dumping into a reservoir at a given pressure 
would have a higher flow with the diffuser insert. In addition, 
the three-dimensional diffuser exhibits superior flowfield char
acteristics. Low frequency effects in the flow are eliminated 
due to the absence of closed separated regions along the dif
fuser expansion wall, and the flow is free of hysteresis with 
respect to changes in Reynolds number. These features make 
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this design particularly suitable for exhaust diffuser applica
tions, such as exhaust diffusers for power plant cooling water. 

4 Conclusions 
(a) The three-dimensional diffuser design has several fea

tures that make it desirable for exhaust diffuser applications. 
Its static-pressure recovery is much superior to that of a plane-
wall diffuser when both are discharging into a plenum. The 
static-pressure recovery coefficients are 0.32 for the low-up
sweep configuration as compared to 0.11 for the plane-wall 
diffuser. In addition, the pyramid diffuser exhibits superior 
flowfield characteristics. The absence- of separated regions 
along the diffuser expansion wall implies that the flow is free 
of low-frequency oscillations that are characteristic of such 
regions. Further, the flow exhibits little or no hysteresis with 
respect to changes in Reynolds number. 

(b) Too intense a vortex is detrimental to pressure recov
ery. Losses are higher primarily due to an increase in the vortex 
breakdown losses, as well as the ensuing turbulence and mixing. 
In addition, the swirl developed in the flow represents wasted 
exit kinetic energy. An optimum configuration would be one 
in which the vortex strength was just sufficient to eliminate 
separation along the diffuser expansion wall. 

(c) Velocity measurements indicated that the strength of 
the streamwise vortex increased with the upsweep on the top 
face of the insert. By analogy with a delta wing, it may also 
be increased by increasing the inlet width of the top surface 
of the insert. Increasing the upsweep increased the extent of 
open separated regions in the flow, which further increased 
flowfield losses. 

5 Recommendations 

Speculations for alternate configurations can be based on 
the conclusions. Figure 19 shows some design modifications 
which might improve diffuser pressure recovery: 

(i) Fig. 19(a): In this design, an initial diffusion could be 

achieved by having a gently sloping expansion wall. This is 
followed by an abrupt increase in the slope of the expansion 
wall. A pyramid insert located on this portion of the expansion 
wall may keep the flow attached. Pressure recovery might 
improve due to an increase in the diffusion area and a reduction 
in the extent of the open separated regions in the flow. 

(ii) Fig. \9(b): The top face of the insert is curved, and has 
an initially high upsweep followed by a gradual decrease in 
slope of the top surface. The initial high upsweep may create 
the pressure rise necessary to generate the longitudinal vortices, 
while the subsequent reduction in the insert height would re
duce the extent of the separated regions in the flow, thus 
enhancing diffuser pressure recovery. 

(hi) Fig. 19(c): Pressure recovery could be enhanced by using 
an insert that is mounted on the upper, flat wall of the diffuser. 
The top face of the insert would help deflect the flow down 
along the diffuser expansion wall and keep the flow attached. 
It is hoped that the overall effect of this configuration would 
be to reduce the extent of the open separated regions in the 
flow while eliminating any closed separated regions. 

(iv) Fig. 19{d): The low pressure created along the insert 
surface due to the presence of the vortex could be used to 
apply suction at the diffuser inlet. This passive-bleed technique 
could prove particularly effective with the insert mounted on 
the upper flat wall of the diffuser, since it could be used to 
keep the flow attached along the expansion wall by applying 
suction near the diffuser inlet. 
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Macroscopic Wetting Behavior and 
a Method for Measuring Contact 
Angles 
Macroscopic wetting behavior is investigated theoretically from a thermodynamic 
viewpoint. The axisymmetric liquid meniscus formed under a conical solid surface is 
chosen as the subject of the theoretical analysis. Using the meniscus configuration 
obtained by the Laplace equation, the total free energy of the system is calculated. 
In the case of the half vertical angle of the cone cj> = 90 deg (horizontal plate), the 
system shows thermodynamic instability when the meniscus attaches to the solid sur
face at the contact angle. This result, unlike the conventional view, agrees well with 
the practical wetting behavior observed in this study. On the other hand, when 0 
deg<4><90 deg, the system shows thermodynamic stability at the contact angle. 
However, when the solid cone is held at a position higher than the critical height 
from a stationary liquid surface, the system becomes unstable. It is possible to 
measure the contact angle easily using this unstable phenomenon. 

1 Introduction 

A wetting phenomenon on a solid-liquid interface is fre
quently observed in daily life and is an important problem in 
industry. In the field of thermal engineering, the wetting 
characteristics between solid and liquid influences the per
formance of the apparatus dealing with boiling or condensing 
heat transfer (Mori et al., 1984; Liaw and Dhir, 1986), and 
since it is closely related to the dryout phenomenon observed 
on boiler tubes or on fuel rods of nuclear reactors, the safety 
of the apparatus is significantly dependent on it (Mori et al., 
1984). 

The solid-liquid contact angle is generally used as a signifi
cant property representing the wetting characteristics. 
Therefore, it is important to understand the mechanism of 
how the magnitude of the contact angle is determined. There 
are many reports concerning the practical wetting behavior. In 
particular, the contact angle hysteresis observed on the solid 
surface with infinitesimal roughness or impurities has at
tracted the interest of many researchers. Johnson and Dettre 
(1964), Neumann and Good (1972), and Eick et al. (1975) con
sidered the hysteresis problem analytically for a liquid droplet 
or a meniscus on a solid surface. They calculated the system 
energy for the solid surface with infinitesimal roughness or im
purities, and they explained the contact angle hysteresis by 
showing that there were some stable contact angles at which 
the system took a minimum energy. Recently, Joanny and de 
Gennes (1984) also tried to describe the hysteresis 
phenomenon by considering a force balance at the solid-
liquid-gas contact line on the solid surface with impurities. 
Although the mechanism of the contact angle hysteresis has 

been clarified to some degree from the above microscopic con
siderations, there are many unsolved problems related to prac
tical wetting behavior and the macroscopic consideration is 
needed to understand the apparent wetting phenomenon 
observed practically. 

As is well known, the liquid wets a solid momentarily when 
the solid plate comes in contact with the liquid surface. Lifting 
the plate gradually, the liquid meniscus is formed under the 
solid surface. When the plate reaches a certain height, the 
meniscus detaches from the solid surface and falls spon
taneously because the energy equilibrium of the system has 
broken down. This problem has close connection with that of 
flotation (Lucassen-Reynders and Lucassen, 1984). The de
tailed discussion regarding the thermodynamic stability of the 
problem, however, has not been carried out so far. It is dif
ficult to explain these macroscopic unstable phenomena from 
a microscopic viewpoint as mentioned above. 

The purpose of this study is to clarify macroscopic wetting 
phenomenon. In order to consider the macroscopic wetting 
behavior, an assumption was made for the well-known 
Young's equation in this study. For the axisymmetric liquid 
meniscus formed under the solid surface, the unstable wetting 
phenomenon mentioned above is investigated theoretically by 
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Fig. 2 Axisymmetric meniscus profile 

considering the macroscopic energy change of the system. Bas
ed on the theoretical results for the condition that the liquid 
meniscus detaches and falls spontaneously, a novel method 
for measuring the contact angle is proposed. 

2 Profile of Axisymmetric Meniscus 

In this paper, the energy change with the solid-liquid-gas 
contact line moving on the solid surface is considered for the 
axisymmetric meniscus under a cone surface as shown in Fig. 
1 (a). The axisymmetric meniscus is chosen as the present sub
ject because it is considered that the meniscus detaches from 
the solid surface axisymmetrically, although the analysis of an 
axisymmetric meniscus profile is more complicated than that 
of a two-dimensional one. 

The system considered in the present study is shown in Fig. 
1. The symbols S, L, V in the figure indicate the solid, liquid, 
and gas phases, respectively. First, the meniscus profile will be 
obtained because it is necessary to calculate the system energy 
shown in Fig. 1(a). The force balance on the meniscus surface 
is described, as is well known, by the Laplace equation 

^ = " - ( 1 + 1 ) (1) 

where AP is the pressure difference between the gas and liquid 
phases, aLV is the surface tension of the liquid-gas interface, 
and R\ and R2 are the principal radii of curvature of the 
meniscus surface. As shown in Fig. 1 (a), r and z indicate the 
radial distance from the cone vertex and the vertical height 
from the still liquid surface, respectively. If the meniscus pro
file is described by r(z), Ri and R2 are obtained by differen
tial calculation. Then, the Laplace equation (1) may be rewrit
ten as follows, using the relation AP = Apgz, where Ap is the 
density difference between the liquid and gas and g is the 
gravitational acceleration: 

°SV °SL 

Fig. 3 Force balance at solid-liquid-gas interface 

cPr 

dz2 (4)' - 1 

1 M1+(ir)T=0 dr 

aLV • v. \ dz 

Non-dimensionalizing equation (2) by the capillary constant 

(2) 

a = ^loLV/Apg, 

a parameter-free equation is obtained as 

d2f / df 

) ' - * [ ' • ( • £ ) ' } " - (3) 

i = 0: (4) 

dz2 V dz 

where f—r/a and z — z/a. The boundary conditions are 

df 
= — 00 

dz 
z = H: f=fQ (5) 

where H=H/a and r0 = r0/a. H is the meniscus height and r0 

is the meniscus radius at z = H. The solution of axi-symmetric 
meniscus profile was obtained previously by other in
vestigators (Huh and Scriven, 1969; Rapacchietta and 
Neumann, 1977). In this paper, the solution of equations (3), 
(4), and (5) is obtained numerically by using the Adams and 
shooting method. The calculated results agree well with the 
photographed meniscus profiles, as shown in Fig. 2. 

3 System Energy 

3.1 Consideration of Young's Equation. When the liquid 
wets the solid surface as shown in Fig. 3, the well-known 
Young's equation holds for the horizontal force balance at the 
contact line (de Gennes, 1985). 

aSV ~ °SL = aL V C 0 S « Y (6) 

where osv and aSL are the solid surface tension and the solid-
liquid interfacial tension, respectively. aY in equation (6) is the 
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so-called Young's contact angle. Each surface tension in equa
tion (6) may be regarded as the surface free energy per unit 
area. Hence, the energy difference (oSy — oSL) generated when 
the liquid wets the solid surface by unit area can be calculated 
by using aLV and aY instead of asv and aSL, which involve 
great difficulties in measurement. 

It is generally considered that aY in equation (6) is uniquely 
determined only when the solid surface is ideally smooth and 
homogeneous. In general, the advancing contact angle ob
served while the liquid is wetting the solid is different from the 
receding contact angle while the solid is drying. These 
macroscopic contact angles differ from the Young's one and 
are considered to be the macroscopic apparent angles observed 
when roughness or nonhomogeneous parts exist on the solid 
surface. However, the details are not clear. Since the rough 
and nonhomogeneous surface can be regarded to be an ag
gregation of infinitesimal smooth and homogeneous parts, it 
is generally considered that the contact angle observed 
microscopically is equal to the Young's one. Based on these 
facts, Johnson and Dettre (1964); Neumann and Good (1972); 
and Eick et al. (1975), as stated in Section 1, calculated the 
system energy change while the solid-liquid-gas contact line 
moves along the solid surface with infinitesimal roughness or 
nonhomogeneous parts such as impurities. They attempted to 
explain the contact angle hysteresis by showing that there were 
some quasi-stable contact angles at which the system had a 
minimum energy. 

Since the purpose of this study is to investigate the apparent 
macroscopic wetting behavior, we do not treat the effect of the 
microscopic structure of the solid surface such as infinitesimal 
roughness or nonhomogeneous parts. We assume that equa
tion (6) also can be applied to the apparent macroscopic case. 
Thus, we assume that if (OSV — ^SL) o n the left-hand side of 
equation (6) is regarded as the necessary work to convert the 
macroscopic apparent solid-liquid interface into solid-gas in
terface by unit area, the work may be calculated by using the 
apparent contact angle observed macroscopically such as the 
advancing or receding contact angle instead of a Y on the right-
hand side of equation (6). This hypothesis says that the surface 
energy change is different, whether the liquid advances or 
recedes on the solid surface by unit area. This may be caused 
by the residual liquid effects on the rough surface and so on. 
The well-known Cassie's and Wenzel's contact angles may be 
considered as examples of equation (6) application to the 
macroscopic apparent system (Chappius, 1982). Since the con
tact angles found in the following discussion indicate the ap
parent ones, the symbol 6Y will be used to discriminate from 
Young's contact angle aY and equation (6) is rewritten as 

°SK ~ °SL = aLVcos8Y (7) 

3.2 Calculation of System Energy. The system energy E 
of Fig. 1 (a) is calculated based on the reference state shown in 
Fig. 1(b), which consists of a staionary liquid surface and a 
dry solid. The components are (i) the energy increase ESV~SL 
by the conversion of a solid-gas interface into a solid-liquid 
one, (ii) the surface energy gain ELV by increase of the liquid 
surface, and (iii) the potential energy of the meniscus Ep. Each 
energy can be calculated as follows: 

(i) Based on the hypothesis stated in Section 3.1, ESV_SL 

can be obtained by 

irr2 

ESV-SL = r — cos dY> (8) 

sin 4> 

where </> is the half vertical angle of the cone. Equation (8) is 
nondimensionalized by the parameter a2

LV/Apg. In the follow
ing discussion, the energies are nondimensionalized in the 
same manner as equation (8). 

(ii) The energy change ELV by the liquid surface increase 

can be calculated using the meniscus profile f(z) obtained in 
Section 2. 

E^2*\0i
l+hr) J. *"-** (9) 

(iii) The potential energy of the meniscus EP can be ob
tained by the following expression. 

( • / / ( > / / 

EP=\ irrlzdz-\_ ir(z-HB)2 tan 2<j»zdz (10) 
JO J Hg 

where fx =r\/a and HB = HB/a are the nondimensional values 
of the meniscus radius at the stationary liquid surface and the 
cone vertex height, respectively. 

The total energy increase E by the meniscus formation can 
be obtained by the sum of equations (8), (9) and (10). 

E = ESV_SL+ELV + Ep (11) 

The integrations in equations (9) and (10) were numerically 
calculated. 

4 Calculated Results and Discussion 

The calculated results of the energy E are shown in Figs. 4, 
5, 6, 7, and 9. The absccissa 6 in each figure indicates the angle 
between the meniscus curve obtained by the Laplace equation 
and the solid surface at the contact point of the meniscus with 
the solid. The angle 6 is different from 6Y determined by equa
tion (7) and is independent of it. In Figs. 4, 5, and 6, the 
calculated results for the contact angles 8Y = 40 deg and 
0 r = 6O deg are shown. The curves in Figs. 5, 6, 7, and 9 are 
obtained in the region in which the meniscus profile satisfies 
the Laplace equation (3). In the following, we will discuss the 
wetting behavior of the liquid meniscus on the vertical cylin
drical, on the horizontal plate, and on the cone in that order. 

4.1 Vertical Cylinder (</> = 0 deg). Figure 4 shows the 
results of 4> = 0 deg for which the meniscus is attached to a ver
tical cylinder. R is the nondimensional cylinder radius and 
R = 14.7 corresponds to the cylinder of R = 40 mm for water at 
25°C. The abscissa H of Fig. 4(a) indicates the meniscus 
height at which the liquid contacts the cylinder. A one-to-one 
correspondence is found between H and 6 in Fig. 4(b). It is 
noted that the system energy E in Fig. 4(b) takes a minimum at 
0 = 40 deg for 0y = 4O deg and 0 = 60 deg for 0 r = 6O deg. 
Therefore, it can be said that the system becomes stable when 
the meniscus is in contact with the solid surface at a contact 
angle. These results coincide with the settled view (Johnson 
and Dettre, 1964). 

Assuming that the receding contact angle is 6YR=40 deg 
and the advancing contact angle 6YA =60 deg, we consider the 
wetting behavior of the meniscus with a vertical motion of the 
cylinder referring to Fig. 4. 

First, when the cylinder is rising vertically, the system 
energy varies along the 0 y = 4O deg line in Fig. 4 because the 
solid surface is being dried and the liquid is receding. Since the 
system energy takes the minimum at point A of 6YR = 40 deg, 
the meniscus in contact with the cylinder at 6YR is formed. 

Next, we consider the case in which the cylinder penetrates 
the liquid after the liquid meniscus of 0 = 40 deg has been 
formed. Then the energy change should be described by the 
line of 8 Y = 60 deg instead of that of BY = 40 deg for the rising 
of the cylinder. The system state changes from the point A to 
B on the 0y = 6O deg line. Since the 0y = 6O deg line takes its 
minimum at a smaller H than for the 0y = 4O deg line, the 
system approaches the stable state as the meniscus height H 
decreases by the penetration of the cylinder. Therefore, the 
meniscus height decreases with the cylinder penetration and 
the contact line of meniscus with the solid surface does not 
move relative to the cylinder surface. As shown in Fig. 4(a) 
and (b), when the system state changes from point B to C, 8 
increases as H decreases and the system becomes stable at a 
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Fig. 4(a) Energy change with H 
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Fig. 4(b) Energy change with 0 

Fig. 4 Energy of meniscus attaching to vertical cylinder 

point C of 6 = 60 deg. After the system reaches C, the meniscus 
height H does not change, maintaining the stable condition C. 
Hence, as soon as the system reaches 0 = 60 deg, the liquid 
starts to advance on the solid surface. In the above discussion, 
when the cylinder penetrates the liquid just after rising, it is 
impossible for the meniscus to decrease the height H and to 
move to the stable point C momentarily, because the liquid 
must recede on the solid if the meniscus height descends faster 
than the cylinder. Also, when the cylinder is rising after its 
penetration, the system energy changes through the path C to 
A through D in the same manner as mentioned above. These 
considerations describe well the wetting behavior observed 
practically. 

In the above discussion, the energy changes discontinuously 
from the value at A on the line of BY = 40 deg to that at B on 
the line of 0 r = 6O deg when the cylinder penetrates the liquid 
just after rising. This is due to the fact that the energy needed 
to change the solid-gas interface into the solid-liquid one for 
each curve in Fig. 4 is calculated using each contact angle for 
the sake of convenience. When we consider the case in which 
the cylinder penetrates the liquid after the cylinder is forced to 
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Fig. 5 Energy of meniscus formed under horizontal plate 

rise, correctly speaking, the energy of the solid-liquid interface 
at the beginning of the cylinder penetration should be 
calculated using the receding contact angle 9Y = 40 deg. In that 
case, the curve 0 r = 6O deg for the cylinder penetration shifts 
vertically and point B coincides with point A. However, the 
wetting behavior discussed above is not changed at all. In this 
paper, only the behavior of energy E on the curve is significant 
and the vertical shift of the curve is not so important. 

4.2 Horizontal Plate (<£ = 90 deg). The results for the 
meniscus formed under a horizontal plate </> = 90 deg are 
shown in Fig. 5. The abscissa r0 in Fig. 5(a) indicates the 
radius at which the meniscus is attached to the plate. As shown 
in Fig. 5(b), the energy E of two curves takes a maximum at 
each contact angle, contrary to the case of the vertical cylinder 
in Fig. 4(b). This interesting result is different from the 
popular view. It seems that since there is no energy minimum 
in Fig. 5, the meniscus under the horizontal plate is unstable 
and detaches from the plate spontaneously. A stable meniscus, 
however, can be formed practically. In the following, we will 
discuss this problem assuming 0YA = 60 deg and 8YR=40 deg in 
the same manner as for the vertical cylinder. 
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Fig. 6 Energy of meniscus formed under downward cone 

When the contact angle hysteresis is observed, the system is 
considered stable between the maxima A and B in Fig. 5(b). 
Thus, the meniscus is stable when the angle 8 at which the 
meniscus curve attaches to the solid surface is between the ad
vancing conatct angle 8YA and the receding one 8YR. This is ex
plained as follows: When the meniscus is wetting the solid sur
face and the radius r0 is increasing, the behavior of E is de
scribed by the 8YA curve. Since the slope of the curve is 
positive between the maxima A and B, the meniscus does not 
advance spontaneously and is stable. On the other hand, when 
r0 is decreasing, E varies on the 6YR curve/Since the energy E 
also increases as r0 decreases, the system is stable when 
receding. Outside of the region between the maxima A and B, 
however, the system becomes unstable since the energy 
decreases in the direction of meniscus advance or retreat. 
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Fig. 7 System energy for various fig (downward cone) 

From the calculated results of Laplace's equation, 8 
decreases with the increase of the plate height H. In accor
dance with the above discussion, when the plate is going up 
and 8 is decreasing, the system becomes unstable at the 
receding contact angle BYR. On the other hand, when the plate 
is going down and 8 is increasing, the system becomes unstable 
at the advancing contact angle 8YA. Therefore, we can con
clude that the contact angle 6Y indicates the boundary between 
the stable and the unstable condition for the meniscus formed 
under the horizontal plate. The system is stable between 9YA 

and 8YR. There is no stable region when 6Y is uniquely deter
mined; namely, when the contact angle hysteresis is not 
observed. The above description agrees well with the system 
behavior observed in this study. The hypothesis stated in Sec
tion 3.1 is verified by the above results. 

4.3 Downward Cone (0 deg< <t> < 90 deg). Now we discuss 
the meniscus under a downward cone shown in Fig. 1. Figure 6 
shows the calculated results of E. In Fig. 6(b), it is remarked 
that E takes both the minimum and the maximum at 8 = 40 deg 
for 6Y = 40 deg and 8 = 60 deg for 6Y = 60 deg. It is considered 
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Fig. 8 Coordinate system for upward cone 

that the meniscus formed under a downward cone has in
termediate characteristics between the vertical cylinder and the 
horizontal plate. 

The change of E with respect to r0 and 6 for various HB's, 
the height of cone vertex from the stationary liquid surface, is 
shown in Fig. 7. The figure shows an example of a cone half 
vertical angle 0 = 60 deg with the contact angle 6Y = 60 deg. 
There is a minimum energy and the meniscus is stable at 
HB =0.45. However, as HB increases, there is no minimum 
for HB higher than HB =0.492. As shown in Fig. 7(a), since 
the system energy E decreases monotonically as f0 decreases 
for HB i? 0.492, the meniscus recedes spontaneously and 
detaches from the cone surfacce. Therefore, HB = 0.492 for 
0y = 6O deg in Fig. 7 indicates the critical height at which the 
energy equilibrium is destroyed. The occurrence of instability 
depends on phenomena relating to the receding contact angle, 
because the direction of energy decrease corresponds to the 
receding of the liquid. 

Similar results are obtained for the meniscus on the upward 
cone as shown in Fig. 8(a). The coordinate system is the same 
as Fig. 1 for the downward cone except that the z axis is 
oriented downward from the stationary liquid surface. As 
shown in Fig. 8(b), the system energy when the solid surface 
is submerged in the liquid is chosen as a reference. The energy 
E for a meniscus formed on the upward cone is also calculated 
in the same manner as stated in Section 3 except for the sign of 
the energy increase ESV_SL. For the upward cone, ESV_SL can 
be written as 

sin 4> 
COS By (12) 

Figure 9 shows the results for </> = 75 deg and 0y = 9O deg. For 
the immersion of the cone into the liquid, when the cone 
vertex moves downward from the stationary liquid surface by 
HB =0.590, the system becomes unstable and the liquid wets 
the solid surface spontaneously. This phenomenon depends on 
the advancing contact angle. 

As shown in Fig. 7 and Fig. 9, a one-to-one correspondence 
is found between the HB at which instability occurs and the 
contact angle 6Y- It is possible to apply this principle to the 
measurement of contact angles. Thus, the advancing and 
receding contact angles may be obtained by simple measure
ment of HB instead of the direct measurement of contact 
angles. Good reproducibility is also expected because the oc
currence of unstable phenomena is used for the measurement. 

The above results for the wetting behavior in this section 
agree well with those observed in our laboratory. It is expected 
that the same results as above may be obtained by the 
microscopic viewpoint, such as Eick et al. (1975); Johnson and 
Dettre (1964); and Neumann and Good (1972); namely, in the 
case of the downward cone, for example, there may be many 
meta-stable points on the cone surface when the cone is lower 
than the critical height. When the cone is higher than the 
critical height, there may not exist the meta-stable points and 
hence the liquid may fall down spontaneously. However, the 
analysis may be much more complicated than that of this 
paper. The method used in this paper can explain easily the 
wetting behavior observed macroscopically because the com
plicated effect of the microscopic structure of the solid surface 
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Fig. 9 System energy for various Hg (upward cone) 

such as the roughness or impurities on the wetting behavior 
can be included entirely in the value of the contact angles, and 
the energy difference between the solid-gas and the solid-
liquid interfaces can be easily calculated by equation (7). 

5 Conclusions 
(1) The energy of the macroscopic system in which the ax-

isymmetric meniscus is formed under the solid cone is 
calculated with the hypothesis that Young's equation can be 
applied to a macroscopic system in which the contact angle 
hysteresis is observed. Based on the calculated results, the 
physical mechanism of macroscopic wetting behavior was 
discussed. 
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(2) For the meniscus attached to a vertical cylinder W>=0 
deg), the system energy takes a minimum when the meniscus 
surface is in contact with the solid at a contact angle 8Y. This 
result agrees with the conventional view. 

(3) For the axisymmetric meniscus formed under a horizon
tal plate (</> = 90 deg) the system energy takes a maximum at a 
contact angle contrary to the above result (2). The system is 
stable when the angle 6 at which the meniscus curve attaches to 
the solid is between the advancing contact angle 8YA and the 
receding one 6YR. These results agreed well with the wetting 
behavior observed in the experiments. 

(4) From results (2) and (3) above, the validity of the 
hypothesis with regard to Young's equation stated in (1) was 
adequately demonstrated. Therefore, the macroscopic wetting 
behavior may be described by using the modified Young's 
equation without considering the details of the microscopic 
wetting behavior. 

(5) For the meniscus formed under a downward cone (0 
deg<r/><90 deg), the calculated system energy takes both the 
maximum annd minimum when 6 is a contact angle 6Y. When 
the cone vertex is rising from the stationary liquid surface by a 
certain height, the system becomes unstable and the meniscus 
detaches from the solid surface spontaneously. 

(6) Applying the results of (5) above, a new method for 
measuring the contact angle is proposed. 
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Control of Surface Tension Flows: 
Instability of a Liquid Jet 
A technique of controlling surface tension flows using thermal radiation is pro
posed. This method takes advantage of the dependence on temperature of the sur
face tension forces to produce the desired controlling effects. In this research, a 
capillary water jet is taken as an example of a surface tension dominated flow. The 
ability to cancel a preexisting unstable perturbation is demonstrated. First an 
acoustical disturbance that dominates the naturally occurring perturbations is ap
plied to the jet. This causes jet breakup at a shorter and constant distance from the 
orifice. Next, a C02 laser beam, modulated at the same frequency as the primary 
disturbance, is focused on the surface of the jet. By proper adjustment of intensity 
and phase the two perturbations cancel each other and the natural breakup of the jet 
is recovered. The influences of phase and intensity mismatches were tested and are 
reported. In addition to its application to delaying breakup of capillary jets, this 
technique is a promising method of controlling both suface tension driven flows and 
instabilities in different industrial applications. 

Introduction 

Recently more and more attention has been given to flow 
situations where surface tension effects are significant. Such 
flows occur in several modern industrial applications. Ex
amples related to manufacturing processes are: fiber spinning, 
wave soldering, an abundance of film coating processes, paper 
making, welding, and crystal growing processes. Some of 
these situations also occur in space manufacturing and space 
construction where surface tension effects are not dominated 
by gravity forces. Moreover, the physics of surface tension 
flows is important for the successful operation of industrial 
equipment such as sprays and ink jet printers. In practically all 
of these examples a positive benefit could be attained by exer
ting control over the surface tension forces. 

Surface tension flows are driven by tangential and/or nor
mal forces. Tangential forces arise from a tension gradient 
(caused by a temperature gradient and/or an uneven concen
tration of impurities) along the surface. This force is balanced 
by a viscous force in the bulk fluid and generates a Marangoni 
(thermocapillary) type flow. On the other hand, normal 
pressure forces are active when interfacial surfaces are highly 
curved. The pressure jump across a curved surface is governed 
by the equation 

AP = a(l/Ri + l/R2) (1) 

Here AP is the pressure jump and i?, and R2 are the principal 
radii of curvature of the surface. Trie surface tension a is a 
function of the types of fluids, the temperature, and the con
centration of other dissolved species. In this paper we promote 
the general idea that surface tension flows are susceptible to 
control with reasonable effort. The approach is to alter the 
surface tension by using its strong dependence on 
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temperature. This can be done through convection from sur
faces, say at a contact line, or by direct thermal radiation, 
which is easily manipulated. 

For this research project, a capillary liquid jet into air was 
selected as an example of a surface tension dominated flow. It 
is well known that infinitesimal disturbances of the jet 
diameter are unstable and will grow to eventually cause the jet 
to breakup into droplets. Rayleigh [1] showed that varicose 
(axisymmetric) disturbances are unstable if their wavelength is 
larger than the circumference of the jet. In a typical natural 
situation, random disturbances with a spectrum of 
wavelengths will cause the breakup distance from the orifice to 
constantly change. In experiments to measure the amplifica
tion rate it is typical to introduce a single frequency distur
bance by a loudspeaker. The interaction of the sound wave 
with the orifice produces an infinitesimal variation in the 
diameter of the jet that easily overpowers the natural random 
disturbances. In fact, the distance to jet breakup can be var-
ried by changing the intensity of the sound. Note that the jet 
receptivity to acoustic forcing occurs at the orifice; acoustic 
pressures along the length of the jet are not important for 
growth of the radius variations. 

The present research goal is to demonstrate the physical 
feasibility of controlling surface tension flows by altering the 
surface tension. To be specific, the surface tension will be 
modified by local heating to change the surface temperature. 
In previous work, Faidley and Panton [2] (based on the 
analysis of Panton [3]), controlled the breakup of a liquid jet 
by inducing an oscillation in the surface temperature as the jet 
was formed. They used a thin-film electric heating element in 
the orifice wall. In the current research, the surface will be 
heated by radiation from a C 0 2 laser. This method is much 
more flexible in that both the location and timing of the radia
tion can be controlled. Modulating the surface tension by laser 
radiation can obviously be used for control of jet breakup as 
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demonstrated in reference [2]. In the present work, however, 
the more difficult task of cancelling an existing radius pertur
bation is addressed. This can be viewed as the first step in 
developing an active control for stabilizing a jet from random 
natural disturbances. The concept would be readily adapted to 
stabilizing the ribbing disturbances that occur in coating 
flows. It should be mentioned that the concept is not limited to 
cancelling instabilities, but can also be applied to control flow 
patterns in steady state flows. 

Thermal means have been used in the manufacture of target 
pellets for fusion research. The authors appreciate that a 
referee pointed out to them the papers of Kim and coworkers 
[4, 5, 6]. These authors produced small spherical pellets that 
had a uniform coating of material. The thickness of liquid 
material was made uniform by imposing a thermal gradient in 
the surface so that surface tension would counteract the 
slumping caused by the gravity force. 

In the present experiments, a periodic input disturbance of 
fixed amplitude and constant wavelength was acoustically ap
plied to the jet. This caused breakup at a specific distance 
from the orifice. The higher the input amplitude, the closer to 
the orifice the jet breakup occurred. This diameter perturba
tion was to be cancelled by selectively heating portions of the 
surface of the jet. Heating was accomplished by focusing a 
C0 2 laser at the jet. The laser was switched on and off at the 
same frequency as the input disturbance. When the laser 
energy was absorbed, the surface temperature was altered (and 
a) and thus by equation (1) the pressure jump across the inter
face changed. In principle, for any distribution of radius per
turbations there is a variation of surface tension that will ex
actly cancel and leave Ap constant. Without the axial pressure 
gradient induced flow, breakup into droplets is delayed. The 
object was to heat the neck region of the perturbation and 
decrease the local pressure jump to correspond to the pressure 
jump at the bulges. 

The scope of the present work includes the study of 
cancellation of single disturbances over a range of wavelengths 
with two different jet velocities. In other experiments, at a 
single wavelength, the effects of mismatches in laser intensity 
and phase were measured. 

Experimental Set-Up 

The experimental set-up had four parts: the fluid system to 
produce a long liquid jet, the acoustic system to produce an in
put disturbance, the laser-optical system to cancel the pertur
bation, and the measurement system to take relevant data. 

The experiments were conducted using the fluid system 
shown in Fig. 1. A cylindrical reservoir tank, held at a con
stant regulated pressure of 28 psig, contained untreated tap 
water. Just downstream of the tank a globe valve was used to 
throttle the flow to achieve different flowrates. Next, the 
water was filtered and then passed to the settling chamber 
where a honeycomb and a series of screens dampen out any 
undesirable turbulence. The jet was finally formed using a 2.4 
mm diameter 1.8 mm length square edge orifice. Due to the 
sharp edges of the orifice, the initial diameter of the jet was 
smaller than the orifice itself and was estimated to be 2.0 mm. 
In addition, gravity had a stretching effect on the jet, 
however, analysis revealed that the radius did not change by 
more than 10 percent. During the blow-down cycle, the 
flowrate decreases by less than 1 percent because the max
imum hydrostatic head lost in the tank represents only 1 per
cent of the pressure supplied by the regulator. Similar 
flowrates for different experiments were obtained by setting 
the same static pressures at the pressure gauge. 

Figure 2 shows the laser-optical and acoustical systems. The 
most important part of this set-up was the C 0 2 laser. The laser 
emits far infrared radiation of 10.6 /wn wavelength with a 
maximum power of 10-12 watts. Water is opaque at this 
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Fig. 2(b) Detailed top view of traverse table optics (drawn to scale) 

wavelength and absorbs all of the radiated energy in a very 
thin surface layer. At the laser tube, exit the emitted beam had 
a 2.3 mm radius and a full divergence angle of 2.9 mrad (both 
values are measured at the 1/e2 intensity points). At this posi
tion, the beam was chopped at a variable frequency from 
0-3000 Hz. In order to achieve this frequency interval, two 
chopper disks (10 blades, 30 blades) were used. If the laser 
beam had an infinitesimally small diameter, the resulting 
modulation would be a 50 percent duty cycle square wave. 
However, due to the diameter of the beam and its Gaussian in
tensity distribution, the resulting modulation was smoothed as 
shown in Fig. 3 for both the 10 blade chopper and the 30 blade 
chopper. After passing through the chopper, the laser beam 
was deflected and directed vertically to a traverse table where 
it was split in two and focused on each side of the water jet. 
This is shown in detail on Fig. 2(b). It is important to note 
that by the time the beams reach the water jet, they had trav
eled a distance of approximately 5 meters, thus diverging to a 
radius of 9.5 mm. The optics on the traverse table have a 
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Fig. 3 Estimated laser waveform 

radius of 12.7 mm and some of them are tilted at an angle of 
45 deg resulting in a projected radius of 9 mm. Therefore, a 
portion of the beams misses the optics and was absorbed by 
the mounts. Due to this effect, approximately 17 percent of 
the laser power was lost. Moreover, each mirror or lens ab
sorbs some energy contributing to an additional 25 percent 
power loss. It was estimated from optical specifications that of 
the original 10-12 watts, 6-7 watts were available at the water 
jet. 

After being split in two, the beams were focused on the jet 
using two plano-convex lenses. Since the laser beam diameter 
was relatively large, spherical aberration effects were impor
tant and resulted in an estimated focused blur having a 
minimum diameter (circle of least confusion) of 0.3 mm and a 
length (longitudinal spherical aberration) of 1.5 mm. Clearly 
the alignment of the optics was very important. It was 
achieved by mounting a piece of acrylic with a thickness 
similar to the water jet diameter between the focusing lenses. 
The optics were then adjusted until the two resulting burned 
spots on the acrylic due to laser radiation were aligned. It is 
appropriate to mention that in order to achieve ideal sym
metry a very thin sheet of light focused around the entire cir
cumference of the jet should be used instead of the 
diametrically opposed circular blurs. Obviously, many of the 
problems mentioned above could have been avoided if the 
C0 2 laser was mounted directly on the traverse table. Unfor
tunately the laser was shared by different people for different 
research purposes and its position could not be changed. 

The focusing lenses and optics of Fig. 2 were arranged in a 
plane perpendicular to the water jet. Since the beam from the 
laser source comes to the traverse table vertically, the focused 
beams can be moved up and down without altering the align
ment of the optics. In effect, the acoustic perturbations 
originate at the jet orifice. Therefore, traversing the focused 
laser beams along the axis of the jet was equivalent to chang
ing the phase angle of the laser perturbation with respect to the 
acoustic perturbation. The displacement of the laser beam 
(traverse table) was measured using a ruler secured on the 
traverse table and a needle fixed on the frame of the ex
perimental set-up. A change in phase angle between the 
acoustic and laser perturbation was therefore measured as the 
displacement of the ruler with respect to the pointer. The 
uncertainty of this measurement was ±0.5 mm,, 

The acoustical system was comprised of a speaker that was 
either secured to the steel frame, in order to induce distur
bances in the form of mechanical vibration, or on a separate 
tripod to create acoustical perturbations. To drive the speaker 
at the same frequency as the laser, an infrared LED was 
directed across the optical chopper. A photodiode detected 

this signal in the form of a TTL output voltage that was at
tenuated or amplified and then fed to the speaker. The intensi
ty of the acoustical disturbance could therefore be varied using 
the amplifier. In addition, the same TTL signal triggered a 
stroboscope that froze the water jet for flow visualization 
purposes. 

The effectiveness of modulating the surface tension can 
easily be estimated. Let the surface tension be approximated 
locally by 

a = a0-M(T-T0) (2) 

Assume that at the laser location the input acoustic perturba
tion is dr/r0 . Using equations (1) and (2) one may derive the 
temperature change that would be required to cancel this per
turbation. 

dr/r0 = da/a0 = - (MT0/a0)(dT/T0) (3) 

For water at room temperature (MT0/<J0) is 0.59 (from 
reference [7]). In our experiments a typical acoustic perturba
tion at the laser location can be estimated using methods of 
reference [2]. It was dr/r0 0.0009 which requires 
dT=0.5°C for cancellation. This gives an indication of the 
modest energy required using theral control. Note that a lower 
dT is required for cancellation if the laser location is the closer 
to the jet orifice. In our experiment, due to physical con
straints in the experimental set-up, the closest position of the 
laser was 5 cm from the orifice. 

The intensity of the acoustic and/or the laser perturbation 
was found indirectly by measuring the breakup distance of the 
jet. Higher amplitudes cause shorter breakup distances. The 
distance to the first break in the liquid was measured on a 
photograph of the jet that included a ruler aligned next to the 
jet. For the same experimental situation several pictures were 
taken. These values were then averaged and plotted with an er
ror bar representing the 90 percent confidence interval on the 
mean. Finally, the volumetric flowrate and thus the jet veloci
ty was measured using the classical "calibrated tank and stop
watch" method. 

Experimental Procedure 

The experimental procedure used to induce an input pertur
bation and then cancel it using the C 0 2 laser will be described. 
Jet breakup photographs from different situations are pic
tured in Fig. 4. Note that the ruler in Fig. 4 does not directly 
represent the breakup distance of the jet as it was placed in this 
particular position for experimental convenience. However, 
knowing the position of the ruler with respect to the orifice of 
the jet, an accurate breakup distance can be measured. 

In the first step, the natural breakup distance of the jet was 
measured (Fig. 4(a) ) . In this case, the distance between the 
bulges and necks was not constant as they are caused by ran
dom disturbances, each having a different wavelength. In ad
dition, this random nature produces a breakup distance 
(distance to the first break in the liquid filament) that con
stantly varies, therefore from twelve to twenty-five pictures 
must be taken to obtain an acceptable value of the mean 
breakup distance. 

The next step was to apply an input disturbance. A constant 
frequency, and thus a constant wavelength, disturbance was 
induced using the acoustic speaker. This caused breakup of 
the jet at.a shorter and almost constant distance from the 
orifice (Fig. 4(b)). The breakup distance was very stable, 
therefore only three pictures were necessary to compute an ac
curate breakup distance. In various tests the frequency and 
amplitude of the disturbance were changed. 

For the third step, the speaker was turned off and the laser 
turned on at the same frequency as the previous acoustical 
disturbance. The resulting hot and cold spots on the surface of 
the jet induce a flow that caused breakup at a constant 
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Fig. 6 Cancellation of input perturbation. Velocity at orifice is 6 mls.
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wavenumber x=21TR/A=0.697. Figure 5 shows the growth
rate curve from the theory. The maximum is rather broad and
the entire range 0.4<x<0.9 has significant amplification.

In the experiments shown in Fig. 6, the exact cancellation of
the input perturbation was attempted. The individual breakup
lengths for each perturbation are nominally equal as is shown
by the curves labeled "acoustic only" and "laser only."
Breakup distance is plotted downward to be consistent with
the physical orientation of the equipment and photographs of
Figure 4. The error bars represent the 90 percent confidence
interval on the mean of the measured data. Notice that as the
wavenumber increases, the breakup distance of the two in
dividual perturbations decreases. This is consistent with
Rayleigh's stability theory where the maximum amplification
rates occur around a wavenumber of 0.7.

When turning on the input and control perturbations at the
same time, breakup delay occurs as represented by the solid
line labeled "acoustic + laser." The laser and acoustical per
turbations were adjusted to be in antiphase by slightly moving
the laser location until a maximum delay of breakup was at
tained. At small wavenumbers, total recovery of the natural
breakup was obtained. This demonstrates a major goal of the
experiments. However, as the wavenumber was increased, the
cancellation of the acoustic disturbance by the laser was not
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Discussion and Results

In his research, Rayleigh showed that only disturbances
with wavelengths larger than the circumference of the jet are
unstable and will cause jet breakup. In addition, he
demonstrated that the perturbation with the fastest growing
rate (or highest amplification rate, or causing the shortest
breakup distance) has a wavelength equal to 1.43 times the cir
cumference of the jet. This corresponds to a nondimensional

distance from the orifice (Fig. 4(c)). As in the previous ex
periment, the distances between the bulges and necks was con
stant and only three pictures were necessary to estimate the
breakup distance.

Finally, both the speaker and the laser were turned on at the
same time. The effect of the input (acoustic) radius distur
bance and the surface tension control (laser heater) on the
breakup of the jet was observed. Figure 4 (d) shows the situa
tion where the control "exactly" cancels the input. Indeed, by
proper adjustment of the relative intensity and phase, the in
put and control disturbances would cancel each other and the
total recovery of the natural breakup distance was obtained.
In matching the breakup distances we are implicitly assuming
that the breakup processes from the two different types of per
turbation are the same.

The power of the laser was limited to 12 watts and the
traverse table was positioned such that the laser beams were
focused at the closest possible location to the jet orifice (5 cm
from orifice). Since the equivalent acoustic disturbance could
range far beyond this power, it was decided to set the laser to
its maximum power and vary the amplitude of the acoustic in
put disturbance. The 12 watts setting for the laser beam power
was maintained for all the experiments in this paper.

In the next section, the effects of relative intensity and phase
angle in addition to the effects of disturbance wavelength and
jet velocity will be discussed.
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quite complete. The reason for this discrepancy is thought to 
be associated with laser focusing and phase alignment. As the 
wavenumber is increased the distance between the bulges and 
necks decreases. This means that the phasing of the fo
cused beam is more difficult to accomplish properly. 

The physics of the growth of a geometric perturbation 
(change in jet diameter) and the growth of a thermal perturba
tion have subtle differences. The acoustic perturbation is an 
isothermal flow with a constant surface tension. In the laser 
heating experiments, the variation in surface tension not only 
alters the pressure jump through equation (1) but also pro
duces a tangential shear stress on the liquid (T = V a) that 
should, if given sufficient time, create a thermocapillary flow 
that redistributes the surface material. In addition, the tran
sient thermal perturbation is conducted into the interior. Ap
parently, from the success of the cancellation experiments, 
these effects are secondary. Once the surface is perturbed by 
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Fig. 9 Effect of relative perturbation intensity. Velocity at orifice is 6 
m/s, wavenumber is 0.49, frequency is 605 Hz. 

the laser heating, the growth process is dominated by the usual 
isothermal fluid mechanics. 

The jet velocity affects the length of the natural breakup; 
the faster the jet, the longer the breakup length. With a faster 
jet wavenumbers similar to those obtained in Fig. 6 now corre
spond to higher perturbation frequencies. In the experiments 
for Fig. 7 the jet velocity was 10 m/s compared to 6 m/s for 
the previous case. In addition, to obtain the high frequencies 
in Fig. 7, the 30 blade chopper was used as opposed to the 10 
blade chopper used in the previous experiments. This causes a 
slight change in waveshape (Fig. 3). Figures 6 and 7 are very 
similar and follow the same trends. This indicates that only the 
phase angle and the relative intensity of the two perturbations 
are important, whereas the jet velocity and the minor change 
in waveshape have no significant effect. As expected, the 
breakup distances on Fig. 7 are approximately 10/6 times the 
distances on Fig. 6. The lack of importance of waveshape can 
be rationalized by noting that any left-over higher-order har
monics would be in the stable region of the linear theory. 

A study of phase angle dependency is summarized in Fig. 8. 
First, the breakup distances of the two individual perturba
tions were matched as shown by the "acoustic only" and the 
"laser only" breakup distance reference lines in Fig. 8. The 
two perturbations were then turned on at the same time and 
the phase angle was varied by moving the traverse table along 
the axis of the jet as discussed in the experimental set-up sec
tion. The results are shown by the data points labeled 
"acoustic + laser." As the traverse table is moved, two 
(inverse) peaks appear 10.3 ±0.5 mm apart. These peaks 
represent maximum cancellation of the input disturbance by 
the laser and correspond to the laser heating two neighboring 
neck regions on the jet. Indeed, using a photograph similar to 
the one in Fig. 4, the distance between two adjacent necks at 
the breakup point was measured to be 11.5±0.5 mm. These 
two measurements are in agreement if they are corrected for 
the 10 percent stretching effect, due to gravity, that occurs be
tween the laser location and the picture location. Major points 
to be observed in Fig. 8 are that phase matching is very impor-
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tant for cancellation of a disturbance, but it is relatively unim
portant for addition of disturbances. 

As opposed to the case pictured in Fig. 4(d), the total 
recovery of the natural breakup distance was not achieved for 
Fig. 8. Indeed, the confidence interval of the 
"acoustic + laser" experiment does not overlap with the con
fidence interval for the natural breakup distance. The reason 
for this discrepancy is thought to.be a focusing problem in our 
relatively crude equipment. If the traverse table is moved 
along an axis not exactly parallel to the incoming laser beam, 
the initial alignment of the optics is altered. This results in out-
of-focus beams and/or a non-diametrically opposed beam on 
the other side of the jet. Thus, the effective intensity of the 
laser heating was changed as the table was traversed. Also note 
that the natural breakup in Figure 8 does not exactly corre
spond to the one in Fig. 6, although the velocities in the two 
cases were the same. The reason is that the two experiments 
were taken on different days and the background random 
disturbances had changed. This remark also applies to the ex
periment in Fig. 9. 

The effect of the relative intensity of the input and the con
trol perturbations was also investigated and results are 
displayed on Fig. 9. As before, the intensity of a disturbance is 
represented by the jet breakup distance. The smaller the 
breakup length, the larger the intensity of the perturbation. 
Therefore, a useful measure of the relative intensity between 
the acoustic perturbation and the laser perturbation is to 
divide the "laser only" breakup length by the "acoustic only" 
breakup length. This ratio is a function of the ratio of the 
acoustical perturbation intensity to the laser perturbation in
tensity. Ratios larger than unity represent breakup dominated 
by the acoustical disturbance whereas ratios smaller than one 
represent breakup dominated by the laser disturbance. The 
solid squares in Fig. 9 show the breakup distance due to the 
acoustical signal only. When the laser perturbation (constant 
intensity) was added and the phase adjusted (peak position in 
Fig. 8), the breakup distance is delayed; the arrows on the 
graph show the shift for each intensity ratio. In the extreme 
cases when the laser or the acoustic intensity is dominant, the 
delay of the breakup is minimal. However, there is a range of 
perhaps 5 percent in "intensity ratio" where it is clear that the 
natural breakup distance is recovered. 

Finally, some remarks are in order on how the principles 
demonstrated here might be extended to cancel natural dis
turbances in a jet. First one would have to measure the 
waveform of the disturbance at a specific location. This can be 
done optically with a low power slit laser. A photomultiplier 
tube records the intensity of the jet shadow described in 
references [3], [8], and [9]. An active control system would 
then be used to drive the control laser at the proper intensity 
and phase. Either an external optical-beam intensity 
modulator or an internally RF excited laser control are 
possibilities. Using this type of equipment, it would be possi
ble to electronically adjust the phase of the control laser per
turbation. If the waveform measurement position and control 
laser are not close together, then the different growth rates of 
different frequency components must be accounted for. For
tunately, and this is a very important physical fact, 
wavelengths shorter than the circumference of the jet are 
stable and can be completely ignored. 

Summary 

An external method of controlling surface tension flows has 
been proposed and evaluated in this research work. The 
method consists of altering the surface temperature and thus 
the surface tension by selectively heating the surface of the 
fluid using a laser. This method has been successfully applied 
to a liquid capillary jet. Its application to critical regions of 
other surface tension flows, regions such as a moving contact 
line or a pinned interface, are interesting possibilities. 

In experiments on a liquid jet the task of cancelling a preex
isting unstable radius perturbation of a single frequency was 
accomplished. This might be considered as a first step that 
shows the viability of stabilizing natural disturbances of ar
bitrary waveform. As a side issue the current experiments have 
also shown the feasibility of controlling the breakup of a liq
uid jet by periodically heating the surface with laser radiation. 

Important parameters in the stabilizing experiments were 
varied. Cancellation was demonstrated for wavenumbers from 
0.5 to 0.75 for a 2 mm diameter water jet having a velocity of 6 
m/s. For the same jet at 10 m/s the wavenumber range was 0.5 
to 0.9. The anticpated effects of jet velocity were observed. It 
was also noticed that the waveshape of the laser modulation 
does not have an effect on the cancellation process. However, 
it was shown that the cancellation effect is very sensitive to the 
phase of the laser beam. With regard to beam intensity, 
matching the input and control perturbations to about ±2-3 
percent (in terms of breakup distance) is necessary for com
plete cancellation. 
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Experimental and Computational 
Study of Turbulent Flows in a 
Channel With Two Pairs of 
Turbulence Promoters in Tandem 
Measurements and computations are presented of mean velocity and turbulence in
tensity for an arrangement of two pairs of turbulence promoters mounted in tandem 
in developing channel flow. The Reynolds number (ReD) and the pitch ratio (PR) 
were varied in the range of1.2x 104 to 1.2' x 105 and 1 to 100, respectively. The three 
pitch ratios 5, 10, 15 were found to provide three characteristic flows which are a 
useful test of the computational models. The effects of PR on the reattachment 
lengths and the pressure loss as well as the influence of ReD on the reattachment 
length were documented in detail. It was found that PR = 10 was preferable to 
PR = 5 and PR = 15 from the standpoint of heat transfer enhancement. 

Introduction 
Channels or pipes containing ribs are often used for heat 

transfer augmentation (Webb et al., 1971; Arvizu and Moffat, 
1981; Metzger et al., 1983; Han et al., 1985). In gas turbine 
blade cooling design, repeated rib elements are cast onto two 
opposite walls of the internal cooling passages in order to 
enhance the removal of heat from the blade external surfaces 
which are directly exposed to the flow of hot gases. The cool
ing passages can be approximately modeled as a rectangular 
channel with two opposite rib-roughened walls. There have 
been very few publications in the literature on the heat transfer 
and fluid flow characteristics, especially the local temperature 
and velocity, of channels of this kind. In fact, even studies in 
cooling channels containing only a pair of ribs are very 
limited. 

Bunditkful and Yang (1979) conducted a numerical analysis 
to investigate transport phenomena in parallel channels with a 
short flow obstruction under both isothermal and isoflux ther
mal boundary conditions. However, only laminar flow was 
considered in their analysis. Rastogi et al. (1980) theoretically 
and experimentally studied the turbulent flow in a circular 
pipe containing a ring obstruction of rectangular cross section 
due to interest in internal corrosion of pipelines. The results 
were mainly concerned with the mass transfer rates. 
Deshpande and Giddens (1980) performed turbulence 
measurements in a constricted tube for a range of low 
Reynolds numbers 5000 to 15000. The contoured occlusion 
had a cosine shape to simulate arterial stenosis. To compare 
with above turbulence measurements, Rastogi (1984) further 
employed the k-t turbulence model to study the 
hydrodynamics in tubes perturbed by curvilinear obstructions, 

but the information reported was confined in flow field and 
mass transfer. Hung et al. (1987) presented theoretical results 
of turbulent flow in pipes with an internal ring obstruction. 
Moreover, they proposed curve-fitting correlations for the 
heat transfer coefficients. Unfortunately, there is no ex
perimental data of flow-field patterns for comparison with 
their numerical prediction. Recently, Liou and Kao (1988) per
formed an extensive investigation on symmetric and asym
metric turbulent flows in a rectangular duct with a pair of ribs. 
However, the relative influence between successive ribs was 
not studied by them. Durst et al. (1988) performed 
measurements and computations of the mean streamwise 
velocity and its fluctuations for two similar fences mounted in 
tandem in fully developed channel flow. The fences were 
mounted on one wall of the channel and the spacing (pitch) 
between the two fences was fixed. 

LDV-FL0W SYSTEM 

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division April 10, 1989. 

MICROCOMPUTER 

Fig. 1 Schematic drawing of overall experimental system 
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Fig. 2 Sketch of coordinate system and dimensions of rectangular 
duct with two pairs of ribs in tandem. (Uncertainty in H:± 0.5mm, in 
IV: ± 0.5mm, in A and 0: ± 0.5mm to 1mm, in axial position: ± 0.3mm, in 
transverse position: ± 0.3mm, in spanwise position: ± 0.5mm.) 

The foregoing literature survey indicates the lack of both ex
perimental and computational studies on turbulent flows past 
multi-pair of ribs on two sides of a duct. Even the most basic 
information such as profiles of mean velocity and turbulence 
kinetic energy are lacking. The influence of the spacing be
tween two ribs on the flow characteristics is also needed to be 
understood. Therefore, the present paper attempts to both ex
perimentally and computationally characterize the turbulent 
flows past two pairs of ribs arranged on opposite sides of a 
rectangular duct under various Reynolds numbers and pitches. 

The experimental technique chosen was laser-Doppler 
velocimetry (LDV) since the flow reversals and large tur
bulence fluctuations in the separation zones make the use of 
hot wire technique unpractical. The computations were per
formed by numerically solving the fully elliptic two dimen
sional (2-D) Navier-Stokes equations with the k-e turbulence 
model. To reduce numerical diffusion as large cross-flow gra
dients exist and the flow cuts across the grid lines at a large 
angle, and to avoid numerical oscillation during iteration as 
the Peclet number equals two, a smoothed hybrid cen
tral/skew upstream difference scheme (SCSUDS) was 
developed for the treatment of the convection and diffusion 
terms. The gathered data and insight as well as the comparison 
between the measured and predicted results will provide 
researchers with a useful reference to develop both turbulence 
and numerical models for predicting the flow field in such 
ducts. 

Experimental Apparatus and Conditions 

Experimental System. The flow system and LDV ex
perimental setup are shown in schematic form in Fig. 1. Air 

was drawn into the test section through a flow straightener 
and six screens in the settling chamber and a 10:1 contraction 
by a blower (3500 rpm, three-phase, 10 hp) at the downstream 
end. The air then flowed through the two pairs of ribs in 
tandem, a flow straightener, a rotameter, and a bellows and 
was exhausted by the blower. 

The LDV optics was set up in a dual-beam forward scatter
ing configuration. A linearly polarized 15 mW helium-neon 
laser (632.8nm wavelength) provided the coherent light 
source. This beam was split into two parallel beams of equal 
intensity by a beam splitter. A Bragg cell was used to cause a 
40 MHz frequency shift in one of the beams to eliminate direc
tional ambiguity. This is essential when there is flow reversal 
as is expected in a rectangular duct with ribs. The resulting 
pair of beams were then passed through a 120 or 250 mm focal 
length lens. The focused beams entered the test section 
through a transparent Plexiglas wall and intersected inside the 
duct, giving a probe volume with dimensions of 0.52 
mm x 0.10 mm (120 mm focal length lens, forward scattering) 
or 1.96 mm x 0.19 mm (250 mm focal lengths lens, forward 
scattering) at e~2 extent of light intensity and then passed 
through another side wall into the beam traps. The entire LDV 
system was mounted on a milling machine with four vibration-
isolation mounts. The light scattered from the seeding par
ticles was collected by a receiving optical package which 
reflects the collected light into a photomultiplier. The detected 
signal was electrically downmixed to the appropriate fre
quency shift (0.1-10 MHz in this experiment). 

A TSI (Thermo-Systems, Inc.) counter processor with 2 ns 
resolution was then used to process the Doppler signal. The 
Doppler signal was monitored on an oscilloscope, and the 
digital output of the counter processor was fed directly to a 
microcomputer for storage and analysis. The seeding particles 
were introduced into the airstream by four atomizers sym
metrically located on the walls of the settling chamber. The 
atomizers were operated by filtered compressed air and salt 
water and produced particles in the size range 0.5-5 /mi. The 
salt solution was mixed to give a nominal 0.8 am particle after 
the droplet dried. 

Test Section and Experimental Conditions. The con
figuration of the duct, the coordinate system, and the dimen
sions of the present work are sketched in Fig. 2. The duct was 
made of 5 mm Plexiglas and had a cross section of 
60mm x 30mm. The leading edges of the first pair of ribs were 
placed 100mm downstream of the bell-mouth 10:1 
contraction. 

The velocity measurements were carried out along the cen-

Nomenclature 
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Cn = 

D 
H 
k 
P 

Pi 
PR 
Pm 

Re„ 

U 

half width of duct 
half height of duct 
pressure coefficient 
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\ \/2'pUb

2) 
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turbulent kinetic energy 
static pressure 
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U„ V, = 

um 

uK 
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V = 
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duct bulk mean 
velocity 
centerline streamwise 
mean velocity 
mean velocity in tensor 
notation 
maximum streamwise 
mean velocity at inlet 
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streamwise velocity 
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streamwise turbulence 
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velocity fluctuation in 
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transverse mean 
velocity 
rib width 

X 
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Y 
Z 
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V-t 
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+ 

P 

streamwise coordinate 
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notation 
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dissipation rate of tur
bulent kinetic energy 
laminar viscosity 
turbulent viscosity 
laminar kinematic 
viscosity ( = /i/p) 
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( = Wdy/(U„.B)) 
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Fig. 3 Spanwise mean axial velocity profiles at selected axial stations 
along various Y/B for PR = 15 (Uncertainty in U/UREF1 less than ±3.2 
percent.) 

tral plane (Z/A =0) of the duct and were made at various sta
tions for rib pitch-to-height ratios of 5, 10, and 15. In each sta
tion the measurements were made at 11 to 27 locations. The 
bulk mean velocity Ub = 16.40 m/s measured at the upstream 
plane X/W= — 11.0, where the velocity distribution is rather 
uniform, was used as a reference to non-dimensionalize the ex
perimental results. This velocity corresponds to a Reynolds 
number of 4.2X 104 (ReD=D>Ub/v), where F=40mm is the 
hydraulic diameter of the duct. In this study the Reynolds 
number was also varied between 1.2 x 104 and 1.2 x 105. In ad
dition, the ratio of rib pitch to height was varied from 1 to 100 
to study its effect on the reattachment length. 

The present experimental investigation was undertaken in a 
duct with an aspect ratio of 2. The same aspect ratio was also 
previously used by both Abbot and Kline (1962) and Cherdron 
et al. (1978) to study the flow downstream of a plane sym
metric sudden expansion. In this study, the two-
dimensionality check of the spanwise mean axial velocity pro
files has been conducted and the results for the inlet reference 
station (X/W= —11), the sudden contraction station 
(X/W= - 1), and the far downstream station (X/W= 80) are 
plotted in Fig. 3. All the profiles are rather symmetric. The 
two-dimensionality is over the center 54mm, 52mm, and 
42mm of its spanwise width to within + / - 0.5, 1, and 4 per
cent of £/REF for X/W=-U, X/H^-l, and X/H=80, 
respectively. Additionally, the two-dimensionality of the reat
tachment lengths and the three-dimensionality inside the 
separation zones are similar to those shown in Liou and Kao 
(1988). 

Theoretical Treatment 

The computations were performed by numerically solving 
the fully elliptic 2-D Navier-Stokes equations. To simplify the 
problem, the flow was considered to be isothermal, incom
pressible, and steady-state in the mean. 

The Mean Flow Equations. The time averaged equations 
for conservation of mass and momentum can be expressed in 
the tensor notation as 

dU, 

3X: 
= 0 (1) 

dX: 
(pUiUJ) = 

dX, 
( , , ( • 

dP 

~d~X~ 

du. dU, 

dX: dX, 

I. \ \ 

^-) -Puiui) (2) 
*7 "*-j 

Note that the body force term has been neglected in the 
momentum equation and the turbulence correlation UjUj is the 
time averaged u,Uj and stands for the Reynolds stresses which 
must be modeled to close the above set of equations. 

The Turbulence Model. In the present calculation, the k-e 

turbulence model (Launder and Spalding, 1974) which adopts 
the generalized Boussinesq eddy viscosity concept, in analogy 
with the laminar flow, is expressed as 

3[/, dU, \ 2 
-puiuj = n,{-

dX, 
9Uj 
dX: ) -

•Sjj'pk (3) 

where 5y is the Kronecker-Delta function and y., is the tur
bulence viscosity that may be related to the kinetic energy of 
turbulence, k, and its dissipation rate, e, by dimensional 
analysis 

f V (4) 

where (^,=0.09 is a constant of the model. The differential 
equations for k and e are 

ax, 
-pU/Uj 

0L 
°k 

dUi 

~~dX~ 

w ) = i*r ( (* + ^)a*: ) 

dX, 
(pUje)--

- Q 

-pe (5) 

dX: 

e dUj 
pUjU, 

dX, 
-C2p (6) 

where C, = 1.44 and C2 = 1.92 are further constants of this 
model. Furthermore, ok=1.0 and ae = 1.3 are turbulent 
Prandtl numbers for k and e, respectively. Equations (3) and 
(4) can be substituted into equations (2), (5), and (6) to form a 
set of equations which have the same number of equations and 
unknowns. The system of 5 equations for 5 unknowns Ujt P, 
k, and e with prescribed laminar viscosity and density com
plete the closure problem for the turbulent flow investigated. 

Boundary Conditions. The above set of elliptic partial dif
ferential equations has to be solved with the following bound
ary conditions (see Fig. 2) 

(i). Symmetric plane (Y = 0) 

dU 

dY 

(ii). Exit 

dU 

dk 

dY 

dk 

de 

dY 

de 

dX dX dX 

= 0 : V=0 

-0 • V=0 

(7) 

(8) 

In this study, the location of the computational downstream 
boundary was determined from the measured results or from 
the computational tests. In fact, the computational tests 
showed that there is no noticeable change in the flow field as 
long as the location of the exit was far enough to allow the 
flow to become unidirectional. 

(iii). Inlet 

U= measured t/in ; V=0 

k = kin = 1.5 • («j'n)
2 = ak - f/|EF 

e = ein = ki2/(B.\) 

where 

«j'n = measured inlet axial turbulence intensity 

= 0.01.£/REF 

«^ = 1.5xlO- 4andX = 2 x l O - 2 

(iv). Walls 

C/=0 ; V=0 

Since the k-e model is valid only in those regions that are 
strongly turbulent, that is, in regions where the eddy diffus-
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ivity overwhelms the molecular diffusivity, it is not applicable 
in the viscous sublayer. In the other way, the steep change of 
flow properties in the wall region needs an extremely fine grid 
arrangment and makes the computational efforts unpractical. 
Therefore, in this study, the near-wall region was simulated by 
a semi-empirical two-zone model, i.e., viscous sublayer and 
fully turbulent zone, and wall function (Launder and 
Spalding, 1974) was used to bridge the viscous sublayer. 

Numerical Scheme. To reduce numerical diffusion 
associated with one-dimensional discretization schemes (e.g., 
hybrid difference scheme and power law difference scheme) as 
large cross-flow gradients exist and the flow cuts across the 
grid lines at a large angle (Raithby, 1976), as expected for the 
flow field in the present work, a finite difference scheme 
SCSUDS (Smoothed hybrid Central/Skew Upstream Dif
ference Scheme) is proposed in the present study and described 
in detail in Hwang (1988). The SCSUDS is basically an im
provement of Leschziner's CSUDS (hybrid Central/Skew 
Upstream Difference Scheme) (1980) which leads to a discon
tinuity occurring as the Peclet number (Pe) equals two and, in 
turn, leads to numerical oscillation during iteration. In 
SCSUDS, both convection and diffusion terms are discretized 
using the central difference scheme as iPel <2; however, as 
IPel >2 , the diffusion term and convection term are discre

tized by employing the upwind difference scheme and 
Raithby's SUDS (Skew Upstream Difference Scheme) 
(Raithby, 1976), respectively. Note that this is different from 
CSUDS which employs the central difference scheme for the 
diffusion term as IPel >2 . For IPel >2 , the convection 
dominates over the diffusion and the prediction by the upwind 
difference scheme is generally better than by the central dif
ference scheme (Patankar, 1980). This is the reason for the 
aforementioned treatment adopted by the present SCSUDS 
scheme, the discretization results thus show no discontinuity 
occurring as IPel = 2 and the iteration running quite 
smoothly. 

As for handling the pressure-velocity coupling arising in the 
implicitly discretized fluid flow equations, the method PISO 
(Pressure Implicit with Splitting of Operators) (Issa, 1986) is 
utilized in this paper for the reason of stable and faster con
vergence (Jang et al. 1986). The solution procedure starts by 
supplying initial guesses of the velocity and pressure fields and 
then proceeds the line by line solution. After each sweep over 
the solution domain, two steps of adjustments for the pressure 
field are made to satisfy the continuity along each line of cells. 
These adjustments in turn destroy the compliance of the 
velocity and pressure fields with the momentum equations. 
Further iterations are thus needed until the continuity and 
momentum equations are simultaneously satisfied to the req
uisite degree of accuracy. The tolerance of the nondimen-
sionalized residual is typically 0.005. The k and e are also 
solved line by line simultaneously with the mean velocity 
distribution. 

The grid distribution in the calculation domain was 
nonuniform in both X and Y coordinate directions. A large 
number of grid points were placed in the areas where steep 
variations in velocities were revealed from experimental 
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Fig. 6 Percent error in mass flow rate computed from measured mean 
axial velocity distribution 

measurements. To ensure grid independence, the solutions 
were calculated by using different grid sizes. The tested grid 
sizes were 45 x 20, 50 x 25, 65 x 30, 75 x 35, and 80 x 42. Since 
the reattachment length is a sensitive parameter that has 
historically been used to assess the overall predictive capability 
of turbulence models (Driver and Seegmiller, 1985), it has 
often been used to check the grid independence of the com
putational results (Amano and Goel, 1985; Benodekar et al., 
1985). Figure 4 shows the computed reattachment lengths, 
XRX and XR2, downstream of the first and second rib pair, 
respectively, as a function of grid points. It is seen that 6 and 9 
percent differences in Xm and XR2, respectively, were found 
between grid sizes of 45 x 20 and 80 x 42, while less than 1 per
cent difference both in Xm and XR2 was found between grid 
sizes of 65 x 30 and 80 x 42. Furthermore, a comparison of the 
calculated mean velocity profiles between using 65 x 30 and 
80 x 42 grids were made in Fig. 5 where the two axial stations, 
X/W=l.O and X/W=\6.0, happened to be two of the 
overlap nodes between 65 x 30 and 80 x 42 grids and were 
selected because they crossed separation bubbles downstream 
of the first and second rib pair, respectively. Less than 2 per
cent difference in U/URBF was found between these two grids. 
Consequently the grid size 65 x 30 was chosen in the present 
work. The corresponding CPU time on a CDC-CYBER 
180-840 computer is about 3.4 seconds for each iteration, and 
it typically needs 300 to 350 iterations to reach convergence. 

There is one more aspect concerning the near-wall grid 
worth addressing here. The constraints on the choice of the 
first grid node yp are that it must lie outside of the linear 
sublayer (yp=yPxshear velocity/1>< 11.63) and yet, close 
enough to the wall to accurately resolve the flow in the near-
wall region. For the present calculations, y£ is approximately 
18 in the recirculation zone for most cases. It was found that 
very limited improvement in the accuracy of the calculated 
reattachment lengths can be obtained for 18<>>/J" <38. 

Uncertainty Estimates. Representative values of uncer
tainty estimates are noted in figure captions. More detailed 
uncertainty estimates such as velocity gradient broadening, 
day to day variations, and statistical error associated with 
finite number of measurements (typically 4096) at each 
measuring location are included in Liou and Wu (1988). 

In this study, the LDV velocity bias error was first corrected 
by using the well known weighting method of McLaughlin and 
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Fig. 9 Streamwise mean-velocity and turbulent kinetic energy profiles 
at various stations along plane Z/A = 0 for PR = 10. (Uncertainty: see Fig. 
8 caption.) 

Tiederman (1973) for regions where local turbulence intensity 
was below about 25 percent (Drain, 1980). The difference be
tween weighted and unweighted data sets was found to be 
below 2 percent. The advantage of this widely used method is 
its simplicity, the weighting factor being simply the inverse of 
the velocity or the particle residence time. However, for 
regions around the reattachment and within the separation 
bubbles the turbulence level was typically very high and near-
zero velocities frequently appear due to flow reversal resulting 
in very large weighting factors and, in turn, in an overcorrec
tion. For these regions, therefore, measurements were 
repeated using the equal time interval sampling to correct the 
velocity bias error and the mass-balance error from direct in
tegration of the biased and unbiased mean axial velocity pro
files at axial stations investigated was found to be within 12.4 
percent. 

The check of mass continuities for the measured mean axial 
velocity profiles is necessary before comparing with the 
predicted results since the computed mean axial velocity pro
files are mass conserving. Figure 6 depicts the streamwise 
variation of the mass-balance error relative to the inlet flow 

rate for all the measured axial mean velocity profiles which 
have been corrected for velocity bias error. It is observed that 
the continuity error is within 3.1 percent and is larger for 
separated flow regions located immediately in front of, on the 
top of, and downstream of the rib pairs. These separated flow 
regions will be shown shortly. The sources of the continuity er
ror may be reduced by developing the ability of taking 
measurements closer to the wall to improve the numerical in
tegration, by using a rotameter (Fig. 1) with a finer scale to 
monitor the blower output more accurately, and especially by 
adopting a better scheme to correct the velocity bias error 
more appropriately. It should be mentioned that without ade
quate velocity-bias correction the continuity error would 
worsen; for example, the discrepancy in flow rate at the plane 
of sudden contraction, X/W— — 1, would increase from 3 per
cent of Fig. 4 to 9 percent. 

Results and Discussion 

General Flow Pattern. The calculated mean flow patterns 
for pitch ratios of 5, 10, and 15 are presented in Fig. 7. 
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Fig. 10 Streamwise mean-velocity and turbulence kinetic energy pro
files at various stations along plane ZIA = 0 for PR = 15. (Uncertainty: see 
Fig. 8 caption.) 

Upstream of the first pair of ribs, the streamlines show similar 
flow distributions for all three cases because of the same inlet 
conditions and the same rib height. In this region the flow is 
adjusting itself with the streamwise mean velocity increasing 
centrally and decreasing near the walls. The near-wall fluids 
are partly retarded by the ribs with the formation of two small 
separation zones in the concave corners of the abrupt contrac
tion and partly forced to turn into the rib gap with separation 
occurring at the salient points of the rib leading edges due to 
the large curvature of the flow. 

For the region between the two pairs of ribs, however, a 
driven cavity flow is found for PR = 5, a wake interference 
flow, where the reattachment process behind the ribs first 
becomes evident, is found for PR = 10, and a reattaching 
followed by redeveloping flow is found for PR = 15. It is ob
vious that different heat transfer characteristics will associate 
with the aforementioned three types of flows occurring be
tween the rib pairs. Downstream of the second rib pair, similar 
flow distributions are found for all three cases again since flow 
separation occurs at the same trailing salient points of the sec
ond rib pair. In this region, the flow is characterized by the 
larger separation bubbles resulted from the sudden expansion. 
Further downstream, the flow profile will eventually approach 
that of the fully developed duct flow. 

Comparison With LDV Measurements. The streamwise 
mean velocity and the turbulent kinetic energy along Z/A = 0 
plane are plotted versus dimensionless Y/B coordinate at 
various axial stations in Figs. 8 to 10 or pitch ratios 5, 10, and 
15, respectively. In general, it is seen that the agreement be
tween the computed and measured results is reasonably good. 
It is also observed that the streamwise mean-velocity profiles 
at inlet reference plane, X/W= — 11.0, are rather uniform, ex
cept near the walls, due to the acceleration of the bell-mouth
like contraction. The corresponding turbulence level and 
boundary layer thickness (defined at 0.95 of C/max locally) are 
1 percent and 0.03D, respectively. The corresponding momen
tum thickness is 1.48 x 10~4m. The negative velocity near the 
walls at X/W= —1.5 and X/W= —2.0 indicates the existence 
of the foregoing two small separation regions in the concave 
corners of the abrupt contraction formed by ribs. The distance 
between the separation point and the rib is 1.05H and 1.10H 
according to the computation and the experiment, 
respectively. 

The calculated negative velocity adjacent to the walls for the 
region between the first pair of ribs indicates the flow 
separated at the convex corners of the abrupt contraction. 
Although the LDV measurements did not cover this near-wall 
layer, less than 1mm from the wall, due to the finite size probe 
spatial resolution and due to the noise associated with the 
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walls, the measured velocity profiles at X/W =0.5 and 
X/W= 1.0, where the flow reversal extends from the wall to a 
vertical distance of 0.85H to 1.0H, also suggest the separation 
occurring at the convex corners of the abrupt contraction. In 
addition, both calculated and measured results show that the 
velocity maximum at X/W=— 0.5 is no longer occurring 
along the centerline. This phenomena is often referred to as 
velocity overshoot which is a turbulence generating source. Its 
formation is due to the curvature of the flow around and 
downstream of the salient separation point. The phenomena 
of velocity overshoot is gradually diminishing from 
X/W= -0.5 to X/W=3.5 due to the viscous effect. 

Downstream of the first rib pair, Figs. 7 to 9 show that the 
reattachment of the aforementioned separation flow occurs at 
the convex corners and at a position slightly below the convex 
corners of the abrupt contraction formed by the second rib 
pair for PR = 5 and .FT? = 10, respectively. Consequently, the 
flow almost does not feel the presence of the abrupt contrac
tion formed by the second rib pair. This fact illustrates the 
absence of the velocity overshoot and flow separation for the 
flow region between the second pair of ribs for both PR = 5 
and ,fr? = 10, as shown in Figs. 7 and 8. For the case of 
PR = 15, Fig. 10 shows that the separated flow reattaches to 
the duct walls at a position between the two pairs of ribs. The 
computed reattachment length is 8.77/downstream of the first 
pair of ribs and the measured one 8.1//. The discrepancy is 7 
percent. Note that the determination of the measured reat
tachment length has been documented in Liou and Kao (1988). 
After reattachment the flow starts to redevelop and the new 
developing shear layer is gradually spreading into the old shear 
layer which is originated from the first pair of ribs. The in
teraction of the above two shear layers provides additional 
turbulent kinetic energy to the flow. Hence, there is no flow 
separation occurring at the leading convex corners of the sec
ond pair of ribs for the case of PR = 15. However, a tendency 
toward the velocity overshoot can be seen at X/W= 14.5 (Fig. 
10) since the curvature of the flow around the aforementioned 
convex corners still has effect on the fluid motion between the 
second pair of ribs, although not so large as that occurring 
between the first pair of ribs. 

Downstream of the second pair of ribs the flow pattern is 
similar to that sudden expansion duct flow. The calculated 
and measured reattachment lengths are 4.2//, 3.9//, 3.9//, and 
3.8//, 3.7//, 3.7//, respectively, for PR = 5, 10, and 15. The 
corresponding discrepancies between the calculated and 
measured values are 11,3, and 5 percent, respectively. It may 
be interesting to point out that the reattachment length behind 
the first rib pair is about twice that behind the second rib pair 
for PR = 15. This comparison is similar to that found by Durst 
et al. (1988) for flow over two fences in tandem on the single 
wall of a 2-D channel with P/? = 20.8. 

It is to be noticed that the comparison made above reveals 
that almost all the calculations underpredict the velocity 
recovery behind the ribs. This is particularly evident for the 
PR = 10 case shown in Fig. 8 where discrepancies of the order 
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Fig. 12 Calculated streamwise distribution of dimensionless static 
pressure along the centerline 
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Fig. 13 Measured and computed reattachment lengths as a function of 
pitch ratio. (Uncertainty in XB 1 /H and XR2IH: less than ± 5 percent, in 
PR: less than ±1.5 percent.) 

of 0.5UnE¥ have been observed. A survey of related calcula
tions using k-e and higher-order turbulence models in 
separated and reattaching flows (Leschziner, 1989; Amano et 
al., 1988; Benodekar et al., 1985) also indicates similar under-
predictions from the order of 0.5 to 1.0 URE¥. Since all the 
underpredictions are in the separation bubble and near the 
wall and since the near-wall treatment of all the aforemen
tioned calculations using different turbulence models is based 
on the law of the wall which is valid for the normal boundary 
layers, these observations may suggest that a more appropriate 
wall-law for separated flows should be developed in the future 
work in order to achieve a better prediction. 

As for the turbulent kinetic energy, the isotropic assump
tion has been employed to obtain the measured k ( = 1.5'U2) 
since detailed measurements of turbulence intensity were only 
made for the axial component. It is seen from Figs. 8 to 10 
that the value of k is nearly zero in the potential-flow regions, 
as expected. On the other hand, large value of k is found in the 
shear layers and in the flow-separation regions where high 
velocity gradient exists. The discrepancy between the 
calculated and measured k is mainly in the flow-separation 
regions and near-wall regions, and is partly due to the 
isotropic assumption and partly due to the law of the wall 
mentioned above. 

The above isotropic assumption only implies qualitative 
behavior of k. Therefore, experiment was repeated by measur
ing both u' and v' at several selected axial stations for the case 
of Pi? = 15, using a four-beam two-component LDV system 
borrowed from other laboratory, to check isotropy and pro
vide more quantitative data. First, the comparison of 
measured u' and v' in Fig. 11 (Y/B>0) indicates that 
anisotropy is within 20 percent of UREF and is more significant 
along the shear layers, inside the separation bubbles, and near 
the walls. Second, using the widely used assumption that 
values of the spanwise normal stress lie midway between u2 

and v2, the total turbulent kinetic energy can be approx
imated by 3/4 (u2 + v2). Comparing measured 3/4 (u2 + v2) 
and isotropic total turbulent kinetic energy 3/2 u2 with the 
predicted k in Fig. 11 (Y/B<0), one sees that profile of 3/4 
(u2 + v2) is closer to that of predicted k for most stations. 
Third, the comparison between the measured and predicted 
profiles suggests that to achieve a better prediction a modifica
tion to the isotropic eddy viscosity assumption used in the 
standard k-e turbulence model will be necessary in the future 
work. 

Pressure Distribution. Figure 12 shows the computed 
streamwise distribution of dimensionless static pressures along 
the centerline for the three pitches investigated. Basically, the 
variation of the centerline pressure parallels that of main 
stream tube. For PR = 5, because of the presence of the cavity 
flow, the stream tube \j/ = 0.02 (Fig. 1(a)) first converges and 
then diverges with a throat located between the two pairs of 
ribs. Hence, the corresponding centerline pressure shown in 
Fig. 12 first decreases due to the acceleration and then in
creases due to the deceleration. As the flow proceeds further 
downstream, the effect of ribs on the flow field gradually 
diminishes and the pressure distribution is similar to that in 
the smooth duct flow. Similarly, for PR = 10 the stream tube 
^ = 0.02 (Fig. 1(b)) is slightly concave in a region at a short 
distance upstream of the second pair of ribs and the centerline 
pressure curve is accordingly slightly convex at the 
corresponding region, as shown in Fig. 12. For PR = 15, the 
stream tube î  = 0.02 behaves like two convergent-divergent 
nozzles in tandem due to the flow reattachment between the 
two pairs of ribs and the corresponding centerline pressure ac
cordingly decreases and increases twice, as shown in Fig. 12. 

It is worthwhile to note that a comparison of Cp values at 
X/W=50 (Fig. 12) between the smooth duct flow and the 
ribbed duct flow investigated by the present work clearly 
reveals the large pressure loss caused by the existence of the rib 
pairs. Figure 12 further shows that the pressure loss increases 
with increasing pitch ratio since the retardation by the second 
pair of ribs increases with increasing pitch ratio. 

Effect of Pitch. The nondimensionalized reattachment 
lengths downstream of the first and the second rib pair (Xm 

and XR2) measured from this study are plotted versus non
dimensionalized pitch (PR) in Fig. 13, where the computed 
results are also included for reference, although the com
parison has already been made in previous section. The results 
show a decrease in XR1 with increasing PR for PR<5, an 
almost constant XR2 for 5 < P R < 2 0 , an increase in XR2 with 
increasing PR for 20 < Pi? < 80, and a constant XR2 for 
PR > 80. The above behavior is attributed to the significant in
fluence of the pitch variation on the flow field between the rib 
pairs. The results also show that XRl is a weak function of PR 
since the flow field upstream of the first rib pair is not affected 
by the variation in PR. 

Physically, for PR < 5 the decrease of the wall pressures on 
the top surfaces of the ribs with increasing pitch ratio (Liou 
and Kao, 1988) implies the suction of the detached shear layers 
from the leading corners of the first pair of ribs towards the 
top surfaces of the ribs (i.e. the angle of the separation line is 
decreased) resulting therefore in a quicker reattachment 
downstream of the second rib pair, and thus a decrease in the 
reattachment length (XR2). Eventually (PR>5) the aforemen
tioned detached shear layers will reattach on the top surfaces 
of the second pair of ribs (Fig. 1(a)). Once the above reat
tachment occurs the flow downstream will always separate at 
the trailing corners of the second pair of ribs, and thus a 
nearly constant reattachment length (5<Pi?<20). For 
20 < PR < 80 the influence of the second rib pair on the wake 
flow behind the first rib pair is gradually diminishing with in
creasing pitch ratio and the redeveloping flow started from 
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Fig. 14 Streamwise distributions of measured (symbols) and com
puted (solid line) centerline mean velocity and turbulence intensity at 
1mm from the wall for (a) PR = 5, (b) PR = 10, (c) PR = 15. (Uncertainty in 
l//UREf:: less than ±3.2 percent, in u7l /R E F : less than ±4.4 percent, in 
X/W: less than ±1.4 percent.) 

X=Xm has increasing distance to develop. In other words, 
the two rib pairs become more and more independent and XR2 
will tend to increase and approach, XRl. However, Fig. 13 
shows that XR2 will eventually become constant (PR > 80) and 
has a value smaller than XRl since the two rib pairs have dif
ferent initial-flow profiles. The initial flow for the first rib pair 
has an uniform profile at X/W= —11.0, whereas the initial 
flow for the second rib pair has a more complicated profile at 
the redeveloping point (i.e., reattachment point behind the 
first rib pair). 

It is also of interest to observe the effect of pitch on the 
centerline mean velocity and the turbulence intensity at a ver
tical distance 1mm from the walls. First, Figs. 14(a) through 
14(c) clearly reveal the presence of rib pairs enhances the local 
turbulence intensity near the walls. Second, for all three pitch 
ratios tested, a peak turbulence intensity is always found to oc
cur at the trailing corners of the first rib pair where the flow is 
characterized by recirculation and steep mean velocity gra
dient (Figs. 7 to 10). Third, Figs. 14(a) and 14(6) depict an 
increase of both the flow acceleration and the local turbulence 

intensity from PR = 5 to PR = 10. Thus an enhancement of the 
local heat transfer rate is expected as PR increases from 5 to 
10. Comparing Figs. 14(6) and 14(c), one finds that the com
bined effect of the acceleration and the turbulence enhance
ment provided by PR = 10 is slightly larger than that provided 
by Pi? = 15. Moreover, the previous section indicates that 
PR = 15 results in a higher pressure loss than PR = 10. Thus 
PR = 10 is preferable to PR = 15. The above observation 
parallels the heat transfer result of Han et al. (1985) who 
found that PR = 10 has a higher average Nusselt number than 
PR = 20 for the flow in channels with repeated turbulence 
promoters. 

As for the comparison between the computed and measured 
UC/UREF and u'/UREF in Fig. 14, the qualitative trends are in 
reasonable agreement. For w'/£/REF, however, it is important 
to point out that using the present LDV system the axial com
ponent of the velocity can only be measured to about 4mm 
from the leading or trailing surface of the rib. Within less than 
4mm of the leading or trailing surface of the rib, one of the 
laser beams will be blocked by the rib. It is for this reason that 
the measured u'UREF does not reveal the rapid decrease or in
crease around the ribs, as shown by the computed u'/UREF. 
Moreover, the quantitative discrepancies displayed in Fig. 14 
for the distribution of u'/UREF at a distance 1mm from the 
wall again reflect the necessity of improving the wall function 
and turbulence model adopted in the present computation. 

Effect of Reynolds Number. The data presented above are 
for Re0 = 4.2x 104. Similar results were found for Refl from 
1.2x 104 to 1.2x 105 in this experiment. In fact, the reattach
ment length XR1 was found to be a weak function of the 
Reynolds number tested. This trend is in agreement with the 
results reported in Liou and Kao (1988) for a rectangular duct 
with a single pair of ribs. It also parallels the well-known result 
that for all Reynolds numbers sufficient to give turbulent 
boundary layer at the inlet, the reattachment length of the 
flow field in a suddenly enlarged duct (Moon and Rudinger, 
1977) is a rather weak function of the Reynolds number. 

Summary and Conclusions 

The flow field in a channel with two pairs of turbulence pro
moters in tandem has been investigated both experimentally 
and computationally. The computer code incorporating the 
SCSUDS scheme proposed in the present study smoothly and 
reasonably reproduced the flow details measured by using the 
LDV. The three types of flow associated with the three pitch 
ratios examined in detail in the present study provided a good 
test of computational models. The reattachment length after 
the first rib pair was found to be a weak function of the pitch 
ratio, whereas the reattachment length behind the second rib 
pair was found to strongly depend on the pitch ratio. This con
trast would also be a useful test of computational models. 
Large turbulent kinetic energy and significant anisotopy oc
curred in the shear layers and in the flow-separation regions 
where the current turbulence model and wall function should 
be improved in the future study. 

Within the range of Reynolds number tested (1.2 xlO4 to 
1.2 x 105), the reattachment lengths behind the rib pairs ap
peared to vary slightly with Reynolds number. The pressure 
loss increased with increasing pitch ratio. It was found that 
PR = 10 was preferable to PR = 5 and PR = 15 for the reason 
of larger flow acceleration and turbulence enhancement and, 
hence, larger heat transfer enhancement expected. This find
ing parallels the previously reported results that PR = 10 pro
vided larger average Nusselt number for channels with 
repeated rib pairs. 
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Modal Analysis of Vibrations in 
Liquid-Filled Piping Systems 
The motions of liquid-filled pipe reaches in which long wavelength assumptions are 
valid can be described by Poisson-coupled axial stress waves in the pipe and in the 
liquid column, and in the piping structure, by torsional and flexural waves. Based 
on linearized assumptions, a simultaneous solution of the wave equations is pre
sented. Eigenvalues and mode shapes are derived for the variables fluid pressure 
and displacements, and pipe forces and displacements. The results are assembled 
into a transfer matrix, which represents the motion of a single pipe section. Combined 
with point matrices that describe specified boundary conditions, an overall transfer 
matrix for a piping system can be assembled. Corresponding state vectors can then 
be evaluated to predict the piping and liquid motion, and the accompanying forces. 
The results from two experimental piping systems are compared with the ones 
obtained by the modal analysis method. 

Introduction 
Free vibrations and resonance of liquid columns contained 

in piping systems have been topics of interest for some time, 
and analytical developments are presented in books by Chaud-
hry [1] and Wylie and Streeter [2]. The theory is based in part 
on the assumption that the piping system—consisting of pipe 
reaches, supports, valves, tees, bends, and the like—is suffi
ciently rigid to remain immobile, and interacts dynamically 
neither with the fluid oscillations nor with external loads such 
as machine vibrations or seismic excitation. On the other hand, 
well-known modal analysis techniques, e.g., Clough and Pen-
zien [3], can be used to analyze vibrations of piping structures 
if the motion of the contained liquid is neglected. 

It has been shown by Hatfield et al. [4] and Wilkinson [5] 
that under certain conditions, vibrations of liquid columns and 
piping structural elements can interact and respond dynami
cally in a manner different than if the two components were 
treated independently. These earlier studies, however, did not 
include a possibly significant coupling mechanism, namely, 
Poisson coupling. The effect of Poisson coupling between the 
pipe wall and the fluid column has been recognized by Skalak 
[6], Williams [7], and Walker and Phillips [8]; however, these 
studies dealt with transient flows in a single straight reach of 
pipe. Wiggert et al. [9] considered Poisson coupling in a pipe 
with two bends; the type of excitation was transient, and piping 
modes other than in the axial direction were either neglected 
or, in the case of a single bending mode, treated in a simplified 
ad hoc manner by assuming an equivalent lumped stiffness at 
the pipe elbows. 

The motions of liquid-filled pipe reaches in which long wave-, 
length assumptions are valid can be described by Poisson-
coupled axial stress waves in the pipe and in the fluid column, 
and in the piping structure by torsional and flexural waves. 
Additional coupling takes place at piping discontinuities. At-

f y , Uy 
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Fig. 1 Elementary liquid-filled pipe section 

tempts have been made to solve these wave equations for tran
sient excitation conditions using the method of characteristics 
[10]; unfortunately, numerical limitations have thwarted the 
evolution of a generalized solution methodology. 

Based on linearized assumptions and periodic motion, a 
simultaneous solution of the coupled fluid-structure system 
equations in wave form is possible, and is presented herein. 
The resulting eigenvalues and mode shapes can be derived for 
relevant fluid and structural variables with no need to utilize 
finite element approximations. Wilkinson [5] has presented a 
similar model, but did not include the Poisson coupling, and 
used the Bernoulli beam equation to describe the piping flexure. 

Analytical Model 
Consider a piping system to consist of pipe sections (i.e., 

the reaches) and pipe discontinuities (i.e., bends, valves, junc
tions, etc.). Structural constraints are situated at the discon
tinuities. The differential equations describing the coupled 
structural and fluid motion of a single pipe section are pre-
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Table 1 Solution of linearized equations: field transfer matrices 
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(continued) 

(1) 

N o m e n c l a t u r e 

/I = cross-sectional area 
C = transfer matrix coefficient 
E = modulus of elasticity 
e = thickness of pipe wall 
F = force amplitude 
/ = force 
G = shear modulus of rigidity 
/ = moment of inertia 
/ = polar moment of inertia 

K = bulk modulus 
K* = modified bulk modulus 

/ = length of pipe section 
M = moment amplitude 
m = moment 

P = pressure amplitude 
p = pressure 
r = radius of pipe cross-section 
S = state vector 
T = field transfer matrix 
t = time 

U = pipe displacement amplitude 
u = pipe displacement 
V = liquid displacement ampli

tude 
v = liquid displacement 
p = mass density 
v = Poisson's ratio 

^1 = rotation amplitude 
t/< = rotation 

X = eigenvalues 
a, T, (3 = transfer matrix coefficients 

o) = circular frequency 

Superscripts 
L = left of discontinuity 
R = right of discontinuity 
T = matrix transposition 

Subscripts 
/ = liquid 
/' = pipe end 

p = pipe 
x, y, z = local coordinate direction 
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Table 1 (continued) 
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(6) 

(7) 

(5) 

sented in the Appendix. Assumptions include: long waves; 
negligible fluid friction; low Mach numbers; absence of liquid 
column separation; linear elastic behavior of piping material; 
no buckling; negligible damping; and negligible inertia in the 
radial direction. Figure 1 shows a representative pipe reach, 
the local x-y-z coordinate system, and the fourteen unknown 
variables. 

Solution of Linearized Equations; Field Transfer Matrices. 
Solutions are sought for periodic motion in the form of exp 
(iwt). Following a separation of variables technique they are 
given in the field transfer matrix forms shown as equations 
(l)-(7) in Table 1. 

The solutions can be assembled in an overall field transfer 
matrix for the given pipe section: 

{S),-=[7](S),_ 

in which 

[7] = Wfp\ 
[TXi 

IT„ 
[TWlJ 

(8) 

(9) 

and the state vector is 

[S} = 
U7 P V F7 Ur 

I ' K*' 1 ' ApE' I ' y' EIp' EI, 

Uv T MJ Fyl
2

 T 

! EI/ EI„ 

p 

z' GJp) 
(10) 

Point Matrices and Boundary Conditions. A transfer field 
matrix for each pipe section in a network system is assembled. 
Connectivity of the section equations to the network is ac
complished by formulating point matrices at the piping dis
continuities. These point matrices account for the transfer of 
forces and displacements from one pipe section to another, as 
well as dynamic coupling between the fluid and structure at 
that location. In addition, the point matrices include boundary 
conditions which are given at specified locations in the net
work. 

As an example, consider the pipe bend discontinuity shown 
in Fig. 2. It is connected to a pipe section at each end and 
makes an angle a with the vertical direction. Force and moment 
equilibria in the respective coordinate directions are main
tained, and in addition, conservation of mass of liquid and 
continuity of the structural components are satisfied assuming 
constant material properties. The resulting point transfer ma
trix equation is 
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Additional point matrices [P] can be formulated for multiple 
pipe junctions, dead ends, valves, pumps, surge devices and 
the like [1, 2, 5]. Point matrices [P] for structural members 
such as springs, rigid supports, and external forces are de
scribed by Pestel and Leckie [11] and Lesmez [12]. 

Global Transfer Matrix for Piping System. A global transfer 
matrix which relates the state vector at one end of the piping 
system to that at the other end is obtained by a systematic 
multiplication of the interior point and field matrices along a 
defined path: 

lS)i=[Tl[P\m {S}N (12) 
Branching and parallel segments of the piping system are han
dled in a manner described by Chaudhry [1] or Wylie and 
Streeter [2]. Setting the determinant of equation (12) to zero 
and solving the eigenvalue problem will produce natural fre
quencies and corresponding mode shapes. 

Application 
Results from two experimental studies are employed to verify 

the analytical method, as well as, show the various piping 
configurations that can be analyzed. The first experiment was 
reported by Davidson and Smith [13], and the second by Les
mez [12]. 

Example 1: Single Pipe Bend. Consider the pipe bend shown 
in Fig. 3; pertinent data for the system are given in Table 2. 
Excitation is provided by fluid oscillation at location A. The 
pipe section has been extensively analyzed and compared with 
experimental data. The previous modeling efforts included 
direct analytical solution of simultaneous differential equa
tions [13], and component synthesis using finite element dis
cretization (Nastran) for the structural elements [14]. The 
present modeling makes use of the transfer matrix technique 
embodied in equation (12). Seven pipe sections are used to 
model the piping, see Fig. 3. The three sections CD, DE, and 
DF, which define the pipe bend, are considered to be mitered 
short straight sections. Flexural stiffness of these sections were 
reduced by an ovalization factor [15]. 

Predicted mobility amplitudes at three locations are shown 
in Fig. 4: (a) liquid mobility at location A; (b) liquid mobility 
at location F; and (c) pipe mobility at location H. Here mobility 
is defined as the ratio velocity to force. Experimental data [13] 
are shown along with the predictions. The predictions based 
on the transfer matrix method follow the experimental trends, 
and although not shown herein, they match well with the earlier 
predictions [13, 14]. Table 3 shows a comparison between the 
natural frequencies predicted using the transfer matrix method 
and a Nastran finite element prediction of the liquid-filled 
piping. In the latter prediction, fluid-structure interaction was 
not included. 

Example 2: Piping System With U-Bend 

Apparatus. The components of the experimental apparatus 
include pressurized tanks, piping, an external shaker and data 
acquisition equipment [16]. Table 2 describes the properties 
of the piping and liquid used in the experiments. The piping 

0 
0 
0 
0 
0 
0 

- s ina 
cosa 
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uy 

V 
Mx 

Fy 

Fz 

< J 

(11) 

t> z 

Fig. 2 Pipe bend discontinuity 

H H - i i 

0.914 m 

Fig. 3 Single bend piping system (example 1) 

consisted of three main sections as shown in Fig. 5. The first 
section is between the closed-end and the U-type bend; a rigid 
support is located between these two sections. The second 
section is a U-type bend with legs 1.82 meters long; it is free 
to move in an in-plane fashion. The last section is between the 
U-bend arid the open end. Another rigid support is located 
between the U-bend and the last section. No pipe motion is 
allowed at either end. The external shaker is a crank mechanism 
consisting of a variable-speed motor, flywheel, and a driving 
arm. The driving arm is connected to the pipe by a stiff spring. 
The data acquisition equipment consisted of PCB-manufac-
tured pressure transducers (Model 111A26) and accelerometers 
(Model 302A) coupled to a Digital PDP-11/73 computer. 
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Table 2 Properties of experimental piping (a) Amplitude of mobility of liquid at A 

Single bend 
(example 1) 

U-bend 
(example 2) 

Material 
Density (kg/m3) 
Modulus of elasticity (GPa) 
Poisson's ratio 
Outside diameter (mm) 
Inside diameter (mm) 
Radius of bends (mm) 
Boundary conditions at pipe 

ends 
Liquid 
Density (kg/m3) 
Bulk modulus (GPa) 
Liquid boundary conditions 

at pipe ends 

70% Cu, 30% Ni 
9000 
157 
0.34 
114 
102 
102 
fixed-free 

Oil 
872 
1.95 
closed-
open 

Copper 
8900 
117 
0.35 
28.6 
26.0 
— 

fixed-fixed 

Water 
997 
2.20 
closed-
open 

Table 3 Natural frequencies in Hz for single pipe bend 
(example 1) 

Transfer 
matrix 

Nastran [13] 
(pipe only) 

22 
48 

193 F 
299 
393 
516 F 
788 
859 F 
970 

1141 
1236 F 
1522 
1615 F 
1843 
1916 F 
2093 

22 
48 

305 
391 

758 

929 
1139 

1539 

1761 

2056 

F - designates fluid mode of excitation 

Structural displacements were obtained by using PCB inte
grator/amplifiers. The transducers measure dynamic re
sponses; the estimated accuracies are ±2 mm over a range of 
40 mm for the displacements. The natural frequencies are 400 
and 45 kHz for the pressure and accelerometer transducers, 
respectively. Additional details are provided in Reference [12]. 

Procedure. Two piping configurations were used to study 
the liquid and structural responses. Configuration A is 80.14 
meters long whereas configuration B is 55.69 meters in length. 
The length difference is due to the shorter distance between 
the closed end and the U-bend for configuration B. Figure 5 
is a diagram of the piping configurations. The length of each 
pipe reach is given in Table 4. 

Two types of experiments were performed. The first con
sisted of changing the speed of the motor, and therefore the 
frequency of excitation, from 3 Hz to 32 Hz. A total of 66 
frequency readings were taken for that frequency range. Dis
placements at locations Dl and D2, and pressures at locations 
PI and P2, Fig. 5, were recorded for each frequency. The 
sampling rate for all frequency readings was 1000 Hz, and the 
total sampling time for each frequency was 4096 milliseconds, 
A time interval of 30 seconds between samplings was allowed 
so the system could return to steady-state conditions. The 
second type of experiment involved recording the system re
sponses at natural frequencies. Signals from the pressure trans
ducer PI and the accelerometer Dl were input to an 
oscilloscope. The frequency was adjusted until either a liquid 
or structural response reached a peak. Then responses at the 
four locations were sampled. Subsequent to sampling, a fast 
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(c) Amplitude of mobility of pipe at H, Y direction 
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Fig. 4 Mobility diagrams for single bend system (-
prediction) 

experimental; 

Closed End 

I H Rigid Support 

[Si Pressure Transducer 

i i Aluminum Collar 

m* Accelerometer 

Fig. 5 Piping system with U-bend (example 2) 
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Table 4 Piping configuration for U-bend (example 2) 
Section Reach Config. A 

length (m) 
Config. B 
length (m) 

1-P1 
Pl-2 

2-D1 
D1-D2 
D2-3 

3-4 
4-5 
5-P2 

P2-6 

0.14 
24.88 
0.91 
0.83 
0.09 
1.83 
1.83 
0.61 

49.02 

0.14 
0.44 
0.91 
0.83 

. 0.09 
1.83 
1.83 
0.61 

49.01 

Total 

P = pressure transducer, 

80.14 55.69 

D = accelerometer 

Table 5 Experimental versus computed 
ration A (example 2) 

Displacement 
(mm) 

results for configu-

Pressure 
(kPa) 

Type Location Location Ratio Location Location Ratio 
D2 D2/D1 PI P2 P2/P1 

Freq. 
(Hz) 

3.9 
4.0 
4.4 
4.4 

12.0 
12.0 
18.1 
17.5 
19.8 
19.7 
27.8 
27.4 
28.6 
28.6 

E 
C 
E 
C 
E 
C 
E 
C 
E 
C 
E 
C 
E 
C 

Type I 

Fl 

SI 

F3 

S2 

F5 

F9 

S3 

.ocatk 
Dl 

1.7 

12.9 

0.4 

9.3 

0.3 

1.7 

6.4 

3.5 

38.5 

0.1 

2.0 

0.2 

0.3 

1.6 

2.1 
2.8 
3.0 
2.8 
0.3 
2.3 
0.2 
0.5 
0.7 
0.8 
0.2 
0.2 
0.3 
0.2 

102 

99 

41 

0 

36 

290 

154 

80 

119 

10 

34 

118 

145 

0.78 
0.81 
1.20 
1.18 
0.24 
0.24 

18.53 
0.94 
0.97 
0.41 
0.46 
0.94 
1.53 

E = experimental, C = computed, F = fluid, S = structural frequency 

Table 6 Experimental versus computed results for configu
ration B (example 2) 

Displacement 
(mm) 

Pressure 
(kPa) 

Type Location Location Ratio Location Location Ratio 
D2 D2/D1 PI P2 P2/P1 

Freq. 
(Hz) 

4.4 
4.4 
5.6 
5.6 

17.1 
16.8 
18.1 
16.9 
28.3 
27.9 
28.8 
28.4 
29.8 

E 
C 
E 
C 
E 
C 
E 
C 
E 
C 
E 
C 
C 

Type L 

SI 

Fl 

F2 

S2 

F3 

S3 

S4 

.ocatk 
Dl 

11.8 

0.3 

1.2 

3.9 

3.1 

5.2 

30.2 

0.1 

0.7 

0.6 

1.3 

2.1 
2.3 
6.0 
2.3 
0.1 
0.0 
0.2 
0.0 
0.2 
0.5 
0.3 
0.5 

49 

11 

18 

0 

521 

239 

8 

8 

16 

0 

310 

225 

0.16 
0.21 
0.73 
0.99 
0.89 
0.94 
— 

0.87 
0.60 
0.57 
0.94 
0.88 

E = experimental, C = computed, F = fluid, S = structural frequency 

Fourier transform analysis was performed to find the natural 
frequencies and amplitude of the responses for each of the 
four signals. This process was completed for each of the 66 
forcing frequencies. 

Results. The experimental and computed results for the two 
pipe configurations are given in Tables 5 and 6. Figure 6 shows 
the computed pressure mode shapes at the structural natural 
frequencies, and Fig. 7 shows the computed pressure mode 
shapes at the fluid natural frequencies. Experimental fluid 

Structure! Mode shape 
a) First Computed Structural 

Frequency 4.4 Hz. 

ia (a lata 
r ' i ' I—•—i—'—r • . 

0.0 0.2 0.4 0.6 0.8 1.0 
Location ( z /L ) 

I " : 

f 
n-1.0 

b) Second Computed Structural 
Frequency 16.9 Hz. 

~ l — ' — I — ' — I — ' — 1 — ' — I — ' — I — 
0.0 0.2 0.4 0.6 0.8 1.0 

Location (z /L ) 

E 
, - 0 . 4 -

Structural Mode shape 
c) Third Computed Structural 

Frequency 28.3 Hz. 

5 

— ] — i — | — . — | i | — ' — | — • — I — 

0.0 0.2 0.4 0.6 0.8 1.0 
Location (z /L ) 

f 
0-1.0 

d) Fourth Computed Structural 
Frequency 29.8 Hz. 

— I — , — | — , — | — i — | — i — | — . — | — 
0.0 0.2 0.4 0.6 0.8 1.0 

Location (z /L ) 

C o n f i g . A Conf i g . 

Fig. 6 Liquid pressure mode shapes at structural frequencies 

pressure responses are also plotted in Figs. 6 and 7. The num
bers 2 and 5 in these two figures correspond to the ends of 
the U-bend. 

The largest experimental pressure responses at the closed 
end occurred at the ninth (27.8 Hz) fluid harmonic for con
figuration A, and at the third (28.3 Hz) fluid harmonic for 
configuration B. These large fluid pressure responses are as
sociated with the third structural frequency (28.7 Hz). There 
is a slight motion of the elbows (locations 3 and 4 in Fig. 1) 
at this frequency, as shown in Fig. 6(c). This elbow motion 
interacts with the fluid through the junction coupling mech
anism, amplifying the fluid response. These results can be 
compared with the findings of Jaeger [ 16], who reported several 
incidents of hydraulic resonance, and pointed out the signif
icance of vibrations from higher fluid harmonics. 

Liquid and structural natural frequencies are in good agree
ment. The largest discrepancy occurs at the second structural 
frequency. This frequency is associated with the second mode 
shape as shown in Fig. 6(b). This mode reveals large motion 
at approximately the mid-points of each leg. The added mass, 
at Dl , Fig. 5, introduced to the system by the weight of the 
accelerometer, and the attachments of the piping to the shaker 
were not included in the computed model. The magnitude of 
the experimental responses cannot be compared with the an
alytical model since the model includes neither structural 
damping nor fluid friction. 
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a) Rrat computed fluid Frequency 
Configuration A Frequency = 3.9 Hz 
Configuration B Frequency = 5.6 Hz 

b) Second computed fluid Frequency 
Configuration A Frequency = 11.7 Hz 
Configuration B Frequency = 16.8 Hz 

-£ 0.6 

I 0 - 2 -

|-0.6 

- 1 . 0 -

Locotion (z/L) 

c) Third Computed Fluid Froqu 

Configuration A Frequency 19.. 

Configuration B Frequency 27.! 
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d) Fourth Computed Fluid Froquency 
Configuration A Frequency = 27.3 Hz 
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\ i 

0.0 0.2 0.4 0.6 0.8 
Location (z/L) 

0.0 0.2 0.4 0.6 0.8 
Location (z/L) 

• Con f i g . A 

Fig. 7 Liquid pressure mode shapes 

The pressure ratios in Tables 5 and 6, and plotted in Figs. 
6 and 7, show good agreement between the experimental and 
analytical results at the fluid natural frequencies. The largest 
discrepancy for the fluid pressure occurs at the second struc
tural natural frequency; here the magnitude of the experimental 
fluid pressure is small, which may introduce a measurement 
error. The displacement ratios between the experimental and 
computed results are better at the structural than at the fluid 
natural frequencies. The pressure ratios match better than the 
displacement ratios for both configurations. 

5 Wilkinson, D. H., "Acoustic and Mechanical Vibrations in Liquid Filled 
Pipework Systems," Proceedings of the Vibration in Nuclear Plant Conference, 
British Nuclear Engineering Society, May 1978. 
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McGraw-Hill, 1963. 
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Summary 
The transfer matrix method for analysis of fluid structure 

interaction in piping systems provides an alternative to reported 
numerical and analytical methods. In addition, the appropriate 
coupling mechanisms are properly accounted for; this includes 
distributed Poisson coupling which cannot be modeled by the 
conventional methods. All of the long wave motion in the 
piping and the liquid is represented. Modes of the piping cross-
section have not been included, inasmuch as they tend to occur 
beyond the range of frequencies for those of interest in most 
piping systems. 

The results from the two experimental systems presented 
serve to verify the method as well as show the type of system 
configuration which can be analyzed. The extension to more 
complex piping geometries is straightforward: beyond what is 
presented herein, it is necessary only to define additional point 
matrices for various types of discontinuities and couple them 
with the field transfer matrices for the pipe sections to form 
a global transfer matrix. 
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Flow Regulation Characteristics of 
Thin-Wailed Compliant Tubes: 
Part I—Theoretical Analysis 
The objective of this investigation is the study of the flow limitation behavior of 
thin-walled compliant tubes for the design of a flow regulator employing a collapsi
ble tube as its active element. In this paper, the theoretical basis is set up for the 
high-Reynolds-number wave-speed flow regulation and the low-Reynolds-number 
ffictional flow regulation behaviors of thin-walled compliant tubes. In Part II of this 
paper [1], experimental results and design criteria are provided in support of the 
analytically derived characteristic flow regulation curve for the wave-speed flow 
regulator. 

1 Introduction 
The flow of fluids in thin-walled highly compliant tubes is 

very strongly coupled to the structural mechanics of the tube, 
especially when the tube is partially collapsed because of an in
ternal pressure less than that acting externally. This strong 
coupling is the central feature underlying many diverse 
phenomena observed in flows through collapsible tubes. They 
include a wide variety of steady and unsteady flows of both in
compressible and compressible fluids. They span the whole 
range from friction-dominated low Reynolds number flows to 
inertia-dominated high Reynolds number flows which may be 
either stable or unstable. Collapsible tube flows exhibit many 
phenomena analogous to those found in gas-dynamics and 
free-surface gravity flows such as wave propagation, flow 
limitation, transition from subcritical to supercritical flow, 
frictional choking, and shock-like transitions. A wide variety 
of physiological, diagnositic, and therapeutic applications as 
examples of flow in collapsible tubes have been identified and 
described by Shapiro [2, 3]. Collapsible tube flow behavior 
may also be exploited for engineering applications such as 
fluidic switching, logic operations, amplification [4, 5], and 
flow regulation. In this paper we wish to investigate the flow 
limitation characteristics of uniform collapsible tubes with a 
view to designing a fluid flow regulator and specifying the 
characteristic regulation curve of flow rate as a function of im
posed pressure differences. 

Thin-walled, highly compliant tubes collapse very easily 
under small negative transmural pressures (transmural 
pressure s internal pressure minus external pressure) of the 
order of a few centimeters of water. The static pressure-area 
relationship for uniformly deformed tubes is highly nonlinear 
and, for negative transmural pressures, small changes in 
transmural pressure result in large changes in cross-sectional 
area (see Fig. 1). Consequently, the speed of propagation of 
small-amplitude area waves based on the inviscid one-

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division August 17, 1989. 

dimensional fluid flow equations is very small in the collapsed 
state and rises abruptly to much larger values for positive 
transmural pressures (see Fig. 2). As a result, the mean speed 
of fluid flow through collapsible tubes, may reach and even 
exceed the speed of propagation of small-amplitude area 
waves. As in gas-dynamic flows and in free-surface open-
channel flows, no disturbances can travel upstream beyond 
the critical point at which the mean flow speed and the wave 
speed are equal. Therefore, conditions downstream of this 
point can have no influence on the flow rate. Further, the flow 
rate cannot exceed its maximum value which is equal to the 
product of the cross-sectional area and the local wave speed at 
the critical point, and thus flow limitation occurs. In 
collapsible-tube flows, the dimensionless number that is 
analogous to the Mach number in gas-dynamics and the 
Froude number in free-surface open channel flows is the speed 
index, S [S=(mean flow speed)/(speed of propagation of 
small-amplitude area waves) = u/c] (see Table 1). Griffiths [6 
to 10] was the first to identify the speed index S as the control
ling parameter of steady, one-dimensional flows. Griffiths 
discovered that, as in gas-dynamic flows, friction has the ef
fect of decreasing area and pressure in the direction of flow 
when S< 1 and that it has the opposite effect for S> 1. Oates 
[11] extended the work of Griffiths by showing how the 
changes in flow variables depend on the simultaneous effects 
of wall friction, wall properties, resting area, and elevation in 
the gravity field. Oates [12] also considered shock-like 
transitions and the propagation of finite-amplitude waves. 
He identified the property of the tube law 
(3 + a(d2P/da2)/(c?P/c?a)) that governs the steepening or 
broadening of compression waves, where, P=(p—pe)/KB, is 
the ratio of the transmural pressure to the bending stiffness of 
the tube wall in the plane of the cross-sectional area; 
a^A/A0, is the dimensionless area ratio evaluated with 
respect to A0, i.e., the cross-sectional area at zero transmural 
pressure. This parameter was also identified by Shapiro [3] as 
M, the determinant of nonlinear steepening or broadening of 
propagating finite-amplitude waves. The nonlinear steepening 
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of propagating finite-amplitude waves leads to the formation 
of shock waves. The formation of shock waves in collapsible 
tubes has been experimentally observed by Griffiths [7] and 
theoretically partially explained on the basis of the propaga
tion and steepening of area waves by Oates [12] and Shapiro 
[3]. The first quantitative measurements made to characterize 
either the trans-shock jump conditions or the detailed struc
ture of such waves was first reported by Kececioglu et al. [13], 
Kececioglu [14], McClurken [15], Kececioglu et al. [16], and 
McClurken et al. [17]. Kececioglu [14] provided the first 
theoretical formulations that successfully modelled the ex
perimental observations. Accordingly, the following conclu
sions were drawn about the prominent features of shock waves 
in collapsible tubes. They are: 

• The wave speed that is relevant to the problem is the 
speed of small-amplitude inviscid waves, c, where 
c = \l{A/p)[d(p —pe)/dA]. The controlling parameter of 
the one-dimensional flow problem is the speed index S 
(S=w/c). 

• The inlet flow is supercritical (S> 1). 
• A large change in cross-sectional area is achieved in a 

relatively short distance (exit to inlet area ratios of about 5 
were observed over a distance of three tube diameters). 

• Large longitudinal wall curvatures are prevalent. 
• Large losses in stagnation pressure across the shock have 

been measured. This is probably due to flow separation 
and conversion of mean flow energy into turbulent eddy 
energy. 

• Standing precursor area and pressure waves of substantial 
amplitudes are observed to precede the shock. 

• Once a shock is established in the tube, the upstream con
ditions, including the flow rate, become independent of 
changes in downstream conditions. (This is consistent with 
the flow limitation behavior observed in gas-dynamic 
shocks and hydraulic jumps in free-surface channel flows.) 

The objective of this paper is to set up the theoretical basis 
for the characterization of the flow regulation behavior of 
thin-walled compliant tubes due to either high-Reynolds-
number wave-speed flow limitation or low-Reynolds-number 
frictional flow limitation. 

2 Formulation of the Governing Equations 

The highly nonlinear pressure-area relationship of a collap
sible tube leads to strong coupling between the mechanics of 
the tube wall and the mechanics of the fluid flow through it. In 
particular, when the fluid inertia in a uniformly collapsed 
compliant tube is important, wave-speed-induced flow limita
tion can occur. As a result, if a region of supercritical flow is 
present, then conditions upstream of it, including the flow 
rate, are independent of the downstream flow conditions. If, 
in addition, a shock wave forms downstream of the super
critical region, although the position of the shock will depend 
on the downstream pressure, upstream conditions will remain 
independent of it. In a collapsible tube, flow limitation can 
also be observed when the fluid flow is dominated by viscous 
forces. Then, the highly nonlinear flow-conductivity-
transmural-pressure relationship of a collapsible tube again 
results in the flow rate being relatively unaffected by the 
downstream pressure when the tube is partially collapsed at its 
downstream end [18]. 

The purpose of this study is to provide the fundamental 
tools needed for the design of a flow regulator whose function 
is to maintain the flow rate constant, independent of 
downstream pressure variations, when it is connected to a 
fluid supply at fixed pressure (see Fig. 3). Expressions will be 
developed for predicting the flow rate as a function of 
downstream pressure, namely the regulation characteristic 

2.1 The Constitutive Relation Governing the Compliant 
Tube Deformation. The coupling between the deformation 
of the tube wall and the mechanics of the fluid flow takes 
place through a constitutive relationship which is a property of 
the tube alone and is an expression that relates the transmural 
pressure across the tube wall to the cross-sectional area of the 
tube. For a uniformly collapsed tube with constant, 
nonretarded wall properties, the constitutive law provides a 
unique relationship between the two variables. In this sense, it 
is analogous to the equation of state for gases in gas-
dynamics, and to the relationship between fluid pressure and 
the depth below the surface in open-channel flows. 

N o m e n c l a t u r e 
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The manner in which a thin-walled compliant tube resists 
deformation in the distended state under positive transmural 
pressures is very different from that in the collapsed state 
under negative transmural pressures. When distended, the 
cross-sectional area of the tube is circular, and its size is deter
mined by a balance between the membrane hoop stresses and 
the in-plane extensional stiffness of the tube wall. When col
lapsed, the shape of the cross-section is usually oval or twin-
lobed, depending upon the degree of collapse. Its shape and 
size is then determined primarily by a balance between the 
bending moment exerted on each wall element by the negative 
transmural pressure and the bending stiffness of the tube wall. 
Since the bending stiffness is much smaller than the exten
sional stiffness of the tube wall, the tube suffers very large 
changes in cross-sectional area under relatively small negative 
transmural pressures as indicated in Fig. 1. As the degree of 
collapse increases, the opposite sides of the tube wall first 
come into point contact and subsequently make line contact. 
Treloar [19] showed experimentally that under positive 
transmural pressure for both large and small deformations the 
hoop tension per unit length Te can be related to the elastic 
properties of the wall (Poisson's ratio v and Young's Modulus 
E) and the tube dimensions (thickness /, current radius R, and 
radius at zero transmural pressure R0) by the expression 

Et 

2(1 + v) [(-&-(•¥)']• <" 
Furthermore, the balance between the hoop tension and the 
positive transmural pressure (p —pe) yields 

Te = (p-pe)R . (2) 

Combining equations (1) and (2) we obtain an expression for 
the pressure-area relationship for a uniformly distended, thin, 
elastic tube in terms of the extensional stiffness of the tube 
wall KE = E(t/Ro)

3/[120 -v2)}, given by 

< P - / > e ) = * E ( i - - ^ r ) (3) 

The speed of propagation of small area waves for a > 1 is 
therefore equal to c = (l/a)V2A'E/p. 

As the transmural pressure is progressively reduced and 
becomes negative, a critical value is reached at which the tube 
begins to buckle. The buckling pressure for an initially circular 
tube for the oval mode has been calculated by Tadbakhsh and 
Odeh [20] to be equal to 

lM-J^-3 (4) 

where KB is the bending stiffness of the tube wall given by 
KB = E(t/Roy/[12(l-P2)]. 

The post-buckling deformation of compliant tubes has been 
considered by many authors [20-23]. All of these analyses 
employ the constraint of inextensionality of the tube wall. 
This is a valid assumption as the in-plane strains are small in 
the collapsed state and the deformation of the cross-section is 
primarily due to rotations. The analysis of Flaherty et al. [21] 
is the most complete and incorporates the effect of normal 
forces created when the opposing walls come in contact. Point 
contact ^ first begins at IP I = \PP I and continues until 
IP I = \PL I when the curvature at the point of contact 
becomes zero and line contact begins. For all negative 
transmural pressures larger than \PL I the governing equa
tions and the boundary conditions remain the same while the 
extent of the line contact, sL, and \PL I vary. Consequently, 
the solutions of the problem for any \P I > \PL I can be found 
from that for \P I = \PL I by a similarity transformation [21] 
or equivalently 

( ~ ) 
(5) 

From the calculations of Flaherty et al. [21], we have: 
PP= -5.247 at aP = 0.27 and PL= - 10.34 at a L = 0.21. As a 
result the tube law in the similarlity region becomes: 

p ~ _ a - 3 / 2 (6) 

The above functional relationship can also be obtained 
through dimensional analysis arguments and from the fact 
that there is no characteristic length for the problem in the 
similarity range. The radius of curvature Rc at any typical 
location is a function of only the bending stiffness 
Etl/\2{\-v2) and the transmural pressure (p—pe). Further, 
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Fig. 1 Experimentally determined tube law for a uniformly collapsed thin-walled rubber 
latex tube. (KB obtained from the logarithmic plot in the similarity region = 406 ±10 dynes 
cm2 at 95 percent confidence level.) (Uncertainty in (p - pg)/KB = ± 1 . 0 and in « = ± 0.005 
at 95 percent confidence level.) 
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Fig. 2 Speed of propagation of small amplitude waves obtained by differntiation of the 
smoothed tube law data of Fig. 1. (Uncertainty in c/cE = ± 0.01 and in a = ± 0.005 at 95 per
cent confidence level.) (The extensional stiffness of the tube, K£, is equal to 3.23 x 105 

dynes/cm2 ± 5 % at 95 percent confidence level; the bending stiffness KB is equal to 
406 + 10 dynes/cm2 at 95 percent confidence level.) 
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Table 1 Analogous physical quantities for collapsible tube, gas dynamic, and open channel flows 

Analogous Physical Quantity 

Flow speed 

Fluid pressure 

Mass storage 
variable 

Equation of state 

Wave speed 

Speed index 

Collapsible tube flow 

u 

P 

A 

A=A(p-pe) 

A d(p-pe) 
<r= 

p dA 

S = u/c Speed 
index 

Gas dynamic flow 
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P = P(P) 

2 P dP 

P dp • ( • 

M = u/c Mach 
number 

dp 

dp -). 

Open channel flow 

u 

P 

h 

Pg 

h dp 
c 2 = — = gh 

P dp 

F = u/c Froude 
number 

by recognizing that the cross-sectional area must vary as Rc
2 

we obtain the functional relationship of equation (6) within an 
arbitrary multiplicative constant which is then taken to be 
about equal to 1. No simple closed-form expressions exist for 
the range a^ < a < 1 and the solution must be obtained 
numerically as it was done by Flaherty et al. [21]. Another 
method would be to curve-fit the experimentally obtained 
pressure-area relationship. Since the character of the solution 
changes for a Sag, aP<a<otB, and a Sap, where aB cor
responds to the nondimensional cross-sectional area when the 
tube begins to buckle, it may be necessary to use three separate 
functional relationships. 

The tube law discussed above is strictly valid only if the 
following assumptions are satisfied. The elastic properties of 
the wall must be isotropic, and the elastic properties, wall 
thickness, resting area, and the applied transmural pressure 
must be constant along the tube wall at any given cross-section 
and also along its length. Under these conditions the tube will 
collapse uniformly and without twist, when subjected to a 
negative transmural pressure. When the above-mentioned 
quantities do vary along its length, however, the uniform col
lapse tube law will be approximately valid if their gradients in 
the longitudinal direction are small. For example, in the case 
of a uniform tube along which an area wave is propagating, 
this tube law is valid only if the ratio of the wave amplitude to 
the wavelength is small. For a tube of uniform properties that 
suffers significant longitudinal gradients, the tube law will 
have to be modified to include the effect due to longitudinal 
in-plane tension and bending forces. The pressure-area rela
tionship is not then a unique function of the area alone but 
will also reflect its variations in the longitudinal direction 
through its longitudinal derivatives [14, 16, 17], Then 

p-pe=KBP(a) + (p-pe)x (7a) 
where (p — pe)x is the contribution due to longitudinal defor
mation. For the present purpose it is convenient to define an 
effective external pressure pe as 

Pe=Pe + (P~Pe)x (7*) 
so that the tube law becomes 

«c • • Pe 

p-pe=KBP(d) (7c) 

The pressure-area relationship shown in Fig. 1 was obtained 
experimentally for a uniformly collapsed latex rubber tube 
(I.D. 2R0 = 2.54 cm, wall thickness t = 0.083 cm, length L = 70 
cm, Young's modulus E=1.6xl07 dynes/cm2) by means of 
an electrical impedance method of area measurement describ-
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FLOW REGULATOR 
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Po 

CONTROL VARIABLES: External Pressure p e ; Constriction Size a c 

FLOW VARIABLES: Flow Rate Q ; Inlet Pressure p, ; Outlet Pressure p 0 

FLOW REGULATOR FUNCTION: Maintain Q Constant (or Fixed p, and Variable p 0 

Fig. 3 The collapsible-tube flow regulator 

ed in references [14] and [16]. In the apparatus shown in Fig. 
4, the latex tube was mounted horizontally between two rigid 
tubes and placed under a longitudinal strain of 6 percent. The 
inside of the tube was filled with salt-water and the outside 
chamber with a glycerin-water solution. The densities of the 
two solutions were matched to better than 1 percent to 
eliminate buoyancy effects. The inside and outside chambers 
were connected to glass manometers mounted on a vertical 
scale. The transmural pressure was read directly by means of a 
cathetometer. The external chamber was connected to a large 
movable reservoir full of glycerine-water solution. Thus, the 
external pressure could be varied, if required, by altering the 
height of the reservoir. The internal pressure was varied by 
withdrawing small amounts of salt-water using a syringe. The 
area in the relatively uniformly-collapsed region in the center 
of the tube was measured by means of the electrical impedance 
method described in detail in [14] and [16]. Accordingly, an 
A.C. voltage is applied across a column of salt-water located 
inside a compliant tube and also a rigid tube section which is 
arranged in series with the collapsible tube as shown in Fig. 4. 
The rigid tube section serves as a reference section of known 
cross-sectional &x<z&AR. In the reference section, the voltage 
VR across two electrodes, spaced a fixed distance LR apart, is 
measured. An area probe consisting of two electrodes 
mounted on a small-diameter catheter at a known distance LP 
apart is placed parallel to the tube axis in the salt solution in
side the tube. If the area of the tube-cross-section at the posi
tion of the area probe is A, the catheter cross-sectional area is 
a, and the voltage measured across the area probe is VP, then 
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Fig. 4 The apparatus for the determination of the uniform collapse tube law 
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Fig. 5(a) Top and side views of precursor waves and shock transition in a collapsible tube 
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Fig. 5(b) Shock located at the exit of the constriction at positive downstream transmural pressure 
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Fig. 5(c) Pinching of the downstream end of the collapsible tube just before and during the occurrence of 
oscillations 
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Fig. 5(d) Folding in of the downstream end of the coliaspibie tube at large negative downstream transmural 
pressures 

Vp = rILP/(A—a) and VR=rI(LR/AR) where r is the specific from 
resistivity of the ionic solution and / is the current that passes 
through both the reference and probe positions. Thus the ex
pression for the area A at any cross-section can be determined * - < & - ) ( • % - ) 
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where, the quantity l(LP/LR)AR] was determined as an area-
measurement constant by pulling the probe into the reference 
section. 

2.2 Friction Factors for Flow Through Compliant 
Tubes. Since the cross-sectional shape and wetted perimeter 
of a compliant tube vary significantly with the degree of col
lapse, it is necessary to modify the s tandard formulations or to 
develop new expressions for viscous fluid drag. 

2.2.1 Laminar Flow. For a locally Poisseuille flow 
through an enclosure • the following equations have to be 
satisfied. They are: 

Momentum: 
dp 

- , ( -
d2u d2u 

• + -
dx r V by2 dz2 -

Boundary Condition: u = 0onP 

Flow Rate: Q= \\ u(x,y,z)dydz = Au 

in A 

Wall friction: • 
r^P dp 

dx 

(8) 

(9) 

(10) 

(ID 

where P is the length of the wetted perimeter, A is the area of 
the flow region, and « and u are the local and average 
velocities of the flow, respectively. 

Flaherty et al. [21] have solved this problem numerically for 
the two-lobed mode of collapse. For the similarity region of 
collapse (a < 0.21) they have obtained a similarity relationship 
for the hydraulic conductance a of the tube given by: 

a (4-) (12) 

where a = (R0
4/n)a, o=Q/( — dp/dx), and the subscript L 

refers to the conditions at the inception of line contact of the 
opposing walls. Using the similarity relation between P and a 
we then obtain 

a / a \ -
(13) 

where aL = 0.008 and a L = 0 . 2 1 . Thus for a < 0.21, 

a = 0.1814a2. (14) 

Combining equations (10), (11), and (14) and modifying the 
multiplicative constant from 2.165 to 2.785, as recommended 
by Kamm [24], we obtain for a<0.36: 

T „ P /87TJUA 2.785 

\ A0 ) a 
(15) 

The modification of the multiplicative constant to 2.785 was 
made to extend the validity of the above relationship up to 
a = 0.36. 

For the region 0 . 3 6 < a < 1, the cross-section of the tube is 
approximately elliptical and the Poiseuille flow relationship 
for flow through elliptical tubes [25] can be used to develop an 
approximate expression for the wall friction. 

For an elliptical tube of major and minor semiaxes a and b, 
the cross-sectional area is given by: A = irab, and the perimeter 
by: P—T[2(a2 + b2)} U2. For laminar, Poiseuille flow through 
an elliptical tube the flow rate is given in terms of the dimen
sions of the major and minor semiaxes by Q=(ir/4n) 
[a3 b3 / (a2 + b2)] ( — dp/dx). This expression can then be 
manipulated to give: 

Q-
1 

2)x, 
.(JZ±\ 

dx ) ' 
(16) 

As the wetted perimeter is constant in length during deforma
tion in this area range (0.36 < a < 1.0), it can be calculated 
from the expression P = ^/4irA0. Hence, for 0 .36<a<1 .0 , 
a=ir/8 a3 and then, 

A 
„P _ /8irnu\ 1 

A~~\ A0 )~a2 (17) 

For area ratio a > 1, the cross-sectional area is circular and by 
following the same procedure as we did for elliptical cross-
sections, setting a = b = ^lA0a/-w and combining with equation 
(11) we obtain o = ir/8 a2 and, therefore: 

TWP /8TTIJLU\ 1 

A 

/87TJiW\ 1 

~ \ A0 ) ~ 
(18) 

The influence of mild area gradients on the laminar 
Poiseuille flow relationship for an elliptical tube has been con
sidered by Wild et al. [26] by means of a perturbation analysis. 
Their solution, recast in dimensional variables, is 

-dp 4/x fa2 + b2\^ 4 dA 1 / Q 

~A~ dx 

/a2 + b2\ „ 

A dx AV (19) 

where, the cross-sectional area is given by A = na(x)b(x). 
There are three observations that can be made from the above 
expression. First, the first term is the Poiseuille-flow relation
ship for fully developed flow. Second, it shows that the first-
order correction to the basic solution is inertial in nature and is 
related to the acceleration or deceleration of the fluid. Third, 
it shows that this correction is directly proportional to the area 
gradient. The inertial term can be shown to be small, if the 
modified Reynolds number ReM = (l/4P) (dA/dx)ReDh « 1 , 
where ReD/i ={Q/A)Dh/v, andD h =4A/P . 

2.2.2 Turbulent Flow. As in the previous section, the tur
bulent flow is considered to be fully developed. If the 
Reynolds number on the hydraulic diameter is sufficiently 
high for transition from laminar to turbulent flow to have oc
curred, then the viscous effects are confined to a very narrow 
region adjacent to the wall, and they are independent of the 
exact shape of the tube cross-section (Schlichting [27]). As a 
result, it is possible to use the correlation for the friction fac
tor given by Schlichting for turbulent flow in smooth pipes, 
provided the Reynolds number is based on the appropriate 
hydraulic diameter. Thus, 

_ / 0.0791 \ 
Tw ~ V R e n . 0 - 2 5 / 

1 
-pur (20) 

For tubes with the whole wall perimeter exposed to the flow, 
the wetted perimeter, hydraulic diameter, and Reynolds 
number are given by 

P = ^j4irA0 , 

D„=-
4A 4An 

R e * » -
{Q/A)Dh_ Q 

V V irAo 

Thus 

T„P 0.0791 

KtDh 

4w 1 1 
-pur 

(21a) 

(21ft) 

(21c) 

(22) 

For tubes with cross-sections in the dumbbell shape with 
two fluid channels and with only part of the perimeter exposed 
to flow, each channel can approximately be assumed to be cir-
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cular in the computat ion of the wetted perimeter. Thus , 

P = y/8irA0a , (23a) 

D„ = 
4 4 2A0a 

Q 
ReD =-

" v ^ TcA0a 

Therefore, for dumbell-shaped cross-sections, 

TWP 0.0791 / 8TT 1 

(236) 

(23c) 

A Re D / - 2 5 -M A0a 2 -pw- (24) 

These results can be conveniently summarized in the following 
single alternative form 

TWP 4 / 1 

Dn 
-puL (25) 

where D0 is the diameter corresponding to the resting area AQ 
and / is a friction factor tabulated in Table 2 for the various 
flow regimes. 

2.3 The Principle of Operation of a Wave-Speed Flow 
Regulator. The flow regulator configuration considered here 
is shown in Fig. 5(a). The inlet pressure /?,• and the outlet 
pressure p0 are measured at stations (r) and (o), respectively. 
The constriction (c) creates a supercritical flow (S> 1) im
mediately downstream of it at station (1). The shock transition 
occurs between stations (1) ' and ( 2 ) ' , where (1) ' corresponds 
to the minimum point in the pressure and area distributions 
and (2) ' corresponds to the maximum in the pressure 
downstream of the shock. The constriction exerts a 
nonuniform external pressure on the outside of the tube so 
that the tube law is valid only outside the constriction. 

The equation of continuity is 

Q = A0au . (26) 

Neglecting frictional losses over the short distance between (/) 
and (c) and neglecting losses at the entrance to the constriction 
gives 

POi=pc+—puc
2 , (27) 

where, Pot is the stagnation pressure at the inlet. Combining 
equations (26) and (27) we obtain 

Q=A0acJ [{Poi -pe) - (pc -pe)] (28) 

where pe is the effective external pressure on the tube within 
the constriction. Since the tube law for the tube within the 
constriction is unknown, it can be approximately represented 
by 

<J>c-Pe)~F(ac) . (29) 

We note that Q—0 as (pc-pe)~(P°i-Pe)> a n d a l s o w n e n 

(pc—pe)~ - oo(i.e., a c —0) . Thus , the flow rate Q possesses a 
maximum with respect to ac. We compute this by setting 

dQ A0ac 
- ( S 2 - 1 ) = 0 (30) 

d(pc ~Pe) PUC 

This yields the maximum flow rate at S= 1 as g m a x =A0acc, 
i.e., this maximum occurs when the mean flow speed is equal 
to the wave speed computed from the effective tube law. If the 
effective tube law is not very different from that of the tube 
itself, then it follows that whenever the flow is significantly 

supercritical at the exit to the constriction [i.e., Station (1)] 
there is some location inside the constriction at which the flow 
is critical. Thus , the flow is limited at that point . However, 
since the effective tube law is unknown, the flow rate can be 
evaluated by considering the flow at the constriction exit. 

Now, if the losses at the entrance ot the constriction are 
taken into account, equat ion (27) becomes 

1 , 1 
Pot =P\ +-r-pu1

2+Kc-—puc (31) 

The tube law for station (1.) is given by 

(pl-pe) = KBP(<Xl). (32) 

Hence, combining equations (26) and (32) with (31), we obtain 

Q 

Acsj (PO, ~Pe) 

T 
Pot -pe 

\ a , / 
+ /C 

(33) 

In this expression, the cross-sectional area Ac at the constric
tion has been introduced as a known parameter depending on
ly on the undeformed dimensions of the tube and the adjust
ment of the constriction. 

If the flow at Station (1) is supercritical (i .e., S} > 1), then 
the flow rate given by equation (33) is unaffected by changes 
in the downstream p r e s s u r e p 0 . Also, if the flow at station (1) 
is supercritical, a shock wave usually forms downstream of it. 
The position of the shock wave depends on the pressure dif
ference (pa —pe). When this is made increasingly positive, the 
shock moves toward the constriction and at a certain value 
(p0—pe)*, the shock vanishes into the constriction (see Fig. 
5(b)). Then, the flow rate begins to fall. This is due to the fact 
the region of supercritical flow no longer exists and the flow 
inside the constriction becomes subcritical. As a result, 
downstream pressure variations can now travel upstream and 
decrease the flow rate. Consequently, the flow regulation 
curve has the form given in Fig. 6. It has a plateau region when 
a supercritical flow is present and a fall-off curve when the 
flow is subcritical everywhere. This situation is analogous to 
supercritical flow in a convergent-divergent nozzle when the 
back pressure is gradually increased from below its "de s ign" 
value (Shapiro [28]). The flow rate corresponding to the 
plateau region is given by equation (33). This expression shows 
how the plateau increases with increasing tube stiffness. 

In order to specify the range of downstream pressures over 
which the flow rate is effectively constant , it is necessary to 
determine the value (p0 —pe)* characterizing the knee of the 
regulation characteristic. This can be obtained by applying the 
"modified Bernoul l i" equation to the flow when the shock is 
at the constriction (see Fig. 5(b)). Allowing for contraction 
and expansion losses at the constriction and for frictional 
losses downstream of it, we obtain 

1 1 
p°i =Po+ -r-PUo 2 + (Ke+ Kc)-—puc

2 + i L T p 
-dx (34) 

Since conditions downstream are approximately uniform, 
(TWP/A) can be considered to be constant . It is given by equa
tion (25) with the friction factor chosen from Table 2. Thus 
using the continuity equation we obtain 

Q 

U , <POi~Pe) 

4fL 

*[(-t-) •«.•*»•-£(-*-)]• (35) 
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Fig. 6 Flow regulator characteristic for a high-Reynolds-number wave-speed collapsible-
tube flow regulator. (Normalized flow rate versus normalized downstream pressure.) 

In the above expression the (*) signifies that the values are 
those at the knee of the regulation characteristic and a2 and a0 
are the downstream area ratio and the rigid exit pipe area 
ratio, respectively. The value of the flow rate in equation (34) 
is equal to that of the plateau region and is thus given by equa
tion (33). 

The expansion loss coefficient Ke can be expressed as 

\ a , / 
(36) 

For a sudden expansion, KL is only a weak function of the 
Reynolds number at the constriction. At very high Reynolds 
numbers, KL tends to unity. It should be noted, however, that 
for the diffuser-like geometry of the tube expansion region, 
KL would be a function not only of the Reynolds number but 
also of the shape of the cross-sections and, in particular, of the 
area gradient in the flow direction. Loss coefficients for con
ical diffusers as a function of area gradients have been ex
perimentally obtained by Henry [29]. His results indicate that, 
indeed, KL is strongly dependent on the area gradient. 
Another complication is that if the diverging region is fol
lowed by a long length of pipe, there is recovery of pressure 
beyond it as a result of velocity distribution changes due to 
turbulent mixing [30]. Therefore, any values obtained for KL 
from published literature for different geometries must be 
regarded as very approximate. 

In the present investigation, the loss coefficient KL was ex
perimentally determined from measurement of pressure within 
the tube with the shock located at the constriction. 

When the downstream transmural pressure (p0 ~pe) is 
decreased from positive values toward zero, the shock moves 
downstream and remains stable at a new location. When 
(Po ~Pe) is further decreased to (p0 —pe) ** (a negative value), 
the tube begins to buckle inwards near the constriction to the 
downstream rigid pipe and forms a pinch as shown in Fig. 
5(c). When this occurs, the position of the shock becomes 
unstable and it begins to oscillate along the tube. During this 
oscillatory motion, the shock stops short of the constriction, 
so that there is always a region of supercritical flow, 
downstream of the constriction. Accordingly, the flow rate at 
the inlet remains unaffected, but both downstream flow rate 
and pressure oscillate with a characteristic frequency. The 
oscillations consist of periods of relatively high outflow, when 
the region downstream from the shock is approximately 
uniform, separated by momentary slowing as the downstream 
end is pinched in and then re-opened. 

When the downstream pressure is still further reduced and is 

Table 2 Friction factors for flow through a collapsible tube 

Area ratio 
and 

shape 

Friction factor / 

Re - Q P RCv°- v ^,A0 

a<0.36 
0.0791 

Re ° - ^ a 

**Dh = -
Re r 

/2a 
Turbulent 

0.0791 1 
0 .36<a<1 .0 / = — — — 

Re r 

Re f l A =Re B o 

a<0.36 / = 
Re 

x 1.969 
Dh 

ReD 
Re„. = ^~ 

°h V2a 

Laminar 
16 1 

0 .36<a<1 .0 / = 
KeDh a 

elliptical 
cross-section Ren, = R e n 

a > 1 . 0 / = 
16 

Re r 

circular 
cross-section 

R e ^ - R e ^ 

equal to (p0 ~pe)***, the tube folds on itself and moves into 
the downstream rigid pipe as shown in Fig. 5(d). Once this 
happens the flow again becomes stable with a shock standing 
in the test section. However, contrary to the case when the 
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tube is not sucked into the pipe, initial reduction in 
downstream pressure moves the shock upstream to a new posi
tion and an increase in downstream pressure moves the shock 
downstream. On increasing the downstream pressure further, 
the shock reverses itself, moves upstream, and suddenly the 
downstream end of the tube moves out of the rigid end-pipe 
without any oscillations. 

Similar oscillatory behavior in the outflow of collapsible 
tubes has been observed by Griffiths [10] and has been ex
plained by him on the basis of wave propagation. For the pre
sent purpose of designing a flow regulator, however, it is only 
important to determine the value of (p0—pe)** below which 
the flow rate at the exit would begin to oscillate. This value 
can be approximately determined from the fact that the 
downstream end must first buckle before oscillations can 
begin. The buckling pressure for a collapsible tube is given by 
equation (4) and is equal to ( - 3 ^ ) . Thus, 

/ Po-Pe \ 
V Poi-p, ) 

-3KB 

POi-Pe 
(37) 

The buckling pressure given by equation (37) may also in
crease or decrease depending on whether the wall tension at 
the exit station (2) is positive or negative. Further, oscillations 
begin at a transmural pressure (p0 —pe) somewhat lower than 
that at which the tube first begins to buckle. However, ex
perimental results given in Part II of this paper [1] indicate 
that this is a good approximation. 

2.4 The Principle of Operation of a Low Reynolds Number 
Flow Regulator. When the inertia forces are much smaller 
than the viscous forces and the Reynolds number based on the 
hydraulic diameter is much smaller than unity, a collapsible 
tube can still exhibit insensitivity to downstream pressure 
variations provided the tube is partially collapsed at its 
downstream end. This is due to the marked reduction in flow 
conductivity of the tube at negative transmural pressures. 

For small longitudinal gradients, the flow is locally a 
Poiseuille flow and satisfies equations (8) through (11). For 
constant external pressure the flow rate is given in terms of the 
flow conductivity a by 

Q-
dp 
dx 

-a(p-pe) 
dx 

(38) 

where a is obtained as a function of (p -pe) using the expres
sions developed in Section 2.2.1. A plot of a versus (p —pe) for 
a uniformly collapsed tube has been given by Flaherty et al. 
[21]. This is given in Fig. 7, replotted and extended to positive 
transmural pressures. 

Consider now a flow regulator consisting of a collapsible 
tube of length L mounted between two rigid pipes. If the flow 
rate is Q and the inlet, exit, and external pressures are ph p0, 
and/?c, respectively, integration of equation (38) between the 
inlet and the exit yields, for constant Q, 

uL J 

Pi-Pe 

flL Jp0-Pe 
0(P-Pe)d{p-Pe) • (39) 

From Fig. 7 it is seen that a decreases sharply below the buckl
ing pressure p —pe = - 3KB and that beyond p —pe = - 5KB it 
is approximately 1/40 as large as it is when the tube is under 

(M.<r/R„)x100 

-24 -20 -16 

30 

20 

10 

(P "P.) / K„ 

0 8 

Fig. 7 Nondimensional flow conductivity versus nondimensional 
transmural pressure for a uniformly collapsed tube in the viscous flow 
regime 

- * (Pi "Pe) 

tiL Q 

R*<Pi-P.) 

(Po-Pt) 
(Pi-P.) (Pi -Pe) (Pi -Pe) 

Fig. 8 Flow regulation characteristic for a low-Reynolds-number frictional collapsible-
tube flow regulator. (Normalized flow rate versus normalized downstream pressure.) 
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zero transmural pressure. In the similarity region of the tube 
law (i.e., a<0.21) 

a = 0.1814 
V Kn / 

As a result, below approximately -5KB (i.e., a$0.27), the 
downstream pressure difference (p0—pe) has very little in
fluence on the flow rate given by the integral in equation (39). 
From equation (39), for (p0 -pe) < - 5KB, 

KnR* - J : 
(Pi -Pel 

o(p)dp + 
) (Pn ~Pe 

a{p)dp (41) 

Combining equations (40) and (41) we obtain the expression 

^^,- , , , -o.H^) - 1 / 3 

(42) 

where Q, is a function of the material parameters and (p, -pe) 
and is independent of (p0 ~pe). From equation (42), for a tube 
with the exit end in the similarity collapse range, the flow rate 
is seen to be a weak function of (p0 —pe). 

When (Pj—Po) is small and (p0 —pe)>0, then equation (39) 
can be approximated by 

K„Rn
4 = a(p, -pe) 

(Pi-Po\ 

\ Kn t 
(43) 

Thus, in this region, the flow rate is directly proportional to 
the driving pressure difference (Pj—p0). The value of 
d(pi —pe) is obtained from equation (3) and the fact that, for 
a > l , 6-=TT/8 a2. Then, 

(44) 

where KE is the extensional stiffness of the tube wall defined in 
Section 2.1. 

The regulation characteristic of the collapsible tube is con
veniently represented by the plot of iiLQ/[R0

A(pj—pe)} ver
sus (p0 -pe)/(Pi —pe) • It has the shape shown in Fig. 8. The 
knee of the curve corresponds to the knee of the conductivity-
transmural pressure relationship, beyond which the conduc
tivity is small. The initial slope of the characteristic when 
(Pi —Po) is small and the tube is inflated is given by equation 
(43). The small negative slope for negative transmural 
pressures (p0 —pe) is given by equation (42). 

3 Conclusions 

In this paper the theoretical foundation of the flow limita
tion characteristics of uniform compliant tubes was set up. 
Two different mechanisms of compliant-tube flow limitation 
were identified. They correspond to flow limitation when the 
flow is either friction dominated (frictional flow limitation for 
low-Reynolds-number flows) or inertia dominated (wave-
speed flow limitation for high-Reynolds-number flows). The 
flow regulation characteristic curves for the inertia dominated 
and friction dominated flow regimes are given in Figs. 6 and 8, 
respectively. The experimental verification of the findings of 
the analysis presented here and the design of a flow regulator 

when the flow is inertia dominated will be addressed in Part II 
[1] of this paper. 
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Flow Regulation Characteristics of 
Thin-Walled Compliant Tubes: Part 
11—Experimental Verification and 
Design of the Wave-Speed Flow 
Regulator 
The theoretical foundation of the two different mechanisms of compliant-tube flow 
limitation when the flow is either friction dominated (factional flow limitation for 
low-Reynolds-number flow) or inertia dominated (wave-speed flow limitation for 
high-Reynolds-number flow) was formulated in Part I[1] of this paper. In this part 
of the paper, the high-Reynolds-number wave-speed flow limitation behavior of 
compliant tubes is verified experimentally and applied to the design of a flow 
regulator employing a collapsible tube as its active element. Criteria for the design 
of an inertia-dominated compliant-tube flow regulator are established and checked 
against findings of experiments. 

1 Experimental Determination of the Flow Regulation 
Characteristic Curve and Comparison With Theory1 

Experiments were conducted to determine the regulation 
characteristic curve of a high Reynolds number, wave-speed 
type flow, regulator. The experimental parameters varied and 
the corresponding ranges of variation are given in Table 1. 
During the experiments, attention was focused on the deter
mination of the overall behavior of the flow regulator as a 
unit and not on the details of the flow within it. 

A schematic diagram of the experimental apparatus used is 
shown in Fig. 1. The measurement technique used is the same 
as the one described in Part I [1] of this paper (Section 2.1). 
In addition, the pressures p, and p0 at the inlet and outlet of 
the apparatus were also measured by means of manometers. 
A diagrammatic representation of the locations at which the 
measurements made are critical to the analysis presented here 
is shown in Fig. 2. For each flow rate, the position of the 
shock along the tube was altered in steps by adjustment of the 
downstream pressure; measurements were made until the shock 
was at its farthest stable position from the constriction, toward 
the downstream end. As predicted by the analysis presented 
in Part I [1], the experimental data verified that the flow rate 
was independent of downstream pressure variations, provided 
the upstream conditions (p,-pe, ac) were fixed; ac is the cross-
sectional area at the constriction nondimensionalized with re
spect to the resting area of the tube, A0, at zero transmural 
pressure, (p-pe), and pe is the pressure applied externally on 

Nomenclature is listed in Part I of this two-part paper. 
Contributed by the Fluids Engineering Division for publication in the JOURNAL 

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
August 17, 1989. 

the tube. This result is best presented by a plot of normalized 
flow rate 

(.POi-Pe) 

(p0-pe) 
versus the normalized outlet pressure — as shown in 

(POi-Pe) 
Fig. 3 (Poi is the stagnation pressure at the inlet). Hence, the 
data obtained under different inlet and outlet conditions can 
be presented on a single graph; this is the characteristic curve 

Table 1 Ranges of parameter variation for flow-regulator 
characteristic-curve experiments (uncertainty estimates at 95 
percent confidence level) 

Quantity Symbol Range 

Reynolds number 
based on resting 
diameter 

Inlet Reynolds 
number based on 
hydraulic diameter 

Inlet speed index 

Constriction area 
ratio 

Flow rate 

Longitudinal prestrain 

Re. _ G 

° ~ " A 
R e°" 

it V 2 « i 

Sl c, 

Ac 

<xc--r 

Q 

^xx 

TA0 

12,000-20,000±0.5% 

18,000-33,000±1.5% 

2.7-11.0±0.1 

0.15-0.38±0.005 

13.5-23.0 l /min±0.5% 

0.06 (fixed)±0.5% 
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Visicorder 
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Recirculating Pump Discharge Tank 

Fig. 1 Apparatus for the measurement of area and pressure distributions within a standing shock wave 
in a collapsible tube 
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Fig. 2 Diagrammatic representation of locations at which measurements were made for 
the characterization of the wave-speed flow regulator 
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Fig. 3 Flow regulator characteristic for the wave-speed flow regulator: normalized flow 
rate vs. normalized downstream pressure; variable parameter: constriction are ratio «„. 

Po ~ Pe Q 
(Experimental results). (Uncertainty in — = ±0.01 and in -Poi-p, 

95 percent confidence level.) 

± 0.01 at 

Ac H.PO:-pJ 

for the wave-speed flow regulator. Comparison between Figs. 
3 and 4 shows good agreement between the experimentally 
measured and the theoretically derived characteristic flow reg
ulation curves. The expression for the normalized flow rate 
when a shock exists downstream of the constriction was derived 
earlier (see equation (33) in Part I [1]). In that expression, the 
cross-sectional area Ac at the constriction was introduced as 
a design parameter rather than the area ,41 immediately down
stream of it. The plot of ô  against ac shows that the data can 

fit on a straight line. The straight line representing the least 
squares fit to the experimental data is given by 

a, = 1.019ac + 0.049 (1) 
The correlation coefficient of the least squares fit is 0.94. It 
is thus seen that ax is only slightly larger than ac for ac values 
approximately between 0.2 and 0.4. Hence, for design pur
poses, <*) may be taken to be approximately equal to ac. Also, 
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Fig. 4 Theoretically derived characteristic curve for the wave-speed compliant-tube flow 
regulator. (Normalized flow rate versus normalized downstream pressure.) 

for design purposes, equation (33) in Part I [1] of this paper 
can be more conveniently expressed by 

1/2 

Q 

where, P= 

Pi-Pe 
KB 

1 Kc 1 

l_ «i 

(2) 

is the ratio of the transmural pressure to 

the bending stiffness of the tube wall in the plane of the cross-
E ( tY 

sectional area (KB =— 5- I — J , where, E is the Young's 
12(1- ! ' ) W 

modulus, v is the Poisson's ratio, t is the tube thickness, and 
R0 is the tube radius at zero transmural pressure). As discussed 
in Part I [1], the variation of P as a function of the nondi-
mensional crosssectional area a is the constitutive relationship 
uniquely characterizing the tube-wall behavior and may be 
referred to as the tube law. For the tube used in the experiments 
reported here, the experimentally obtained functional rela
tionship is depicted in Fig. 5. 

The areas of the rigid inlet and outlet tubing of the exper
imental apparatus were equal to the resting area of the latex 
tube so that a,-— a0=l. This geometry is convenient and is 
recommended for design calculations. Further, the loss coef
ficient Kc at the constriction entrance is also small and may 
be neglected. Combining equation (2) with equation (1) yields 

a relationship between Q/A as a function of (Pi~pe)/ 
KB with ac as an independent parameter. That is 

Q -cl Pi-Pe 

A0\llKB/p 
= f 

( Pi-Pe\ 
(3) 

The theoretical prediction of equation (3) and the correspond
ing experimental data are plotted in Fig. 6 and they show good 
agreement. 

The above relationship is valid only as long as a stable shock 
exists downstream of the constriction. Two necessary condi
tions for shock formation are that the Reynolds number of 
the flow is large and that the flow downstream of the con
striction is supercritical. In addition, the transmural pressure 
difference (Po-pe) must not be so high as to force the shock 
inside the constriction, nor should it be so low that the tube 
buckles at its exit end before the shock starts oscillating along 
the tube. 

It is therefore necessary to establish the upper and lower 

40 
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20 

P = ( p - p e ) / K B 

-10 

-20 
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-40 

-50 

aL=0.21 a p =0.27 

I I 

1.0 1.2 

A /A „ 

Fig. 5 Experimentally determined tube law for a uniformly collapsed 
thin-walled rubber latex tube. (KB obtained from the logarithmic plot in 
the similarity region = 406 ±10 dynes/cm2 at 95 percent confidence 

.P-P. level.) (Uncertainty in -

fidence level.) 
KB 

±1.0 and in a = ± 0.005 at 95 percent con-

limits (p0-Pe)* and (p0-Pe)** (see Fig. 4) between which the 
downstream pressure difference can be allowed to vary while 
still maintaining a constant exit flowrate. As discussed before, 
the lower limit can be approximated by equation (37) of Part 
I [1]. The validity of this expression is verified by the plot of 
Fig. 7. Therefore, for design calculations we can say that 

332 / Vol. 112, SEPTEMBER 1990 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



" c 

0 

I i r 
A / A / / 

0.38/ / > c = 0-33 

A / A / B / 
/ / / " c = ° - 2 8 

r y a / **s 

F /^ /^ ° 

// ° 

40 80 120 
1 1 1 

"'" '1 " I — P " " 

- - " • " 0 

EXPERIMENTAL: DATA. POINT 

o 

a 

A 

A 

THEORETICAL: Continuous 

160 200 240 
1 1 1 

line 

1 

°c 
0.18 

0.20 

0.28 

0.33 

0.38 

280 

I 

(Pi- P.)/KB 
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Fig. 7 Normalized downstream pressure at farthest downstream stable 
position versus normalized buckling pressure. Variable parameter: Con-

Po-Pe striction area ratio <*,_ (Experimental results.) (Uncertainty in 
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\ KB ) 
-3. (4) 

120 •-

80' 

-i r 

I 
M(a) = 3 + a-tog-

la 

M = 3 
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A/A„ 

1.2 

Fig. 8 Parameter Af versus area ratio obtained by differentiation of 
The upper l i m i t can be approx ima te l y f o u n d f r o m equat ions smoothed data of Fig. 5. (Uncertainty in M = ± 1 and in a= ±0.005 at 

(35) and (33) o f Par t I [1 ] . As a resul t , 9 5 P e r c e n t confidence level.) 

(Po-Pe\ * = (Pi-Pe\ 
\ KB ) \ KB ) 

/ Q V/J__± + ̂ ± ^ + W:_L\ 
\A0sl2KB/p) W a,2 «c

2 D0 a2
3J 

where the friction factor / 0 is given by 

0.0791 
Jo-n„ 0.25' (6) 
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where, D0 is the tube diameter corresponding to the resting 
area A0. The flowrate in equation (5) is taken to be the value 
on the plateau region of the regulation characteristic given by 

equation (2). Thus 
\ KB ) 

corresponds to the knee of the 

regulation characteristic as indicated in Fig. 4. 
The loss coefficient Ke can be expressed in the form 

KP = K <(-s)' (7) 

If the nondimensional stagnation pressure loss across the shock 
is plotted against (1 ~ a^ /a2')

2, where a/ and a 2 ' are the 
nondimensional cross-sectional areas at the inlet and exit to 
the shock, respectively, for the experimentally observed shock 
distributions (see Fig. 2), the slope of the least squares straight 
line fit to this data may be taken to represent KL. Thus, with 

^ = 0.586 and a0 = a,= 1, a2= 1, 

from equation (5) for given ac and 

( -^——- J can be computed 

(Pi~Pe\ 
\ KB J' 

Lastly, it is necessary to predict both the stagnation pressure 
loss upstream of the shock and the position of the shock. These 
values will be needed for the determination of the required 
length of collapsible tube in the regulator. This undertaking 
is complicated by the fact that the area increases in an oscil
latory fashion between the constriction and the shock [2 to 5]. 
As a result, it is necessary to make some simplifying assump
tions. It is first assumed that the stagnation pressure loss is 
primarily due to the change in mean area and that the effect 
of the oscillatory component of area growth on the frictional 
pressure drop integrated over the entire tube length upstream 
of the shock is negligible. Secondly, it is assumed that the 
parameter M determining the steepening or broadening of 
compression waves is approximately constant. This is approx
imately valid over most of the range of areas of interest 
(0.3 5 < a < 0.8) (see Fig. 8). Thus, the governing equations are: 

(l-S2)da (\-S2)du 
a dx 

(l-S2) dS2 

dx 
-L(x, S2) 

S2 

( 1 -

dx 

S2)dp 

= H(x, S2)=ML(x, S2) 

pu2 dx \2D0 

1 d^ 
pc2 dx) 

(8) 

(9) 

(10) 

with 

Hx, &)=[-, .(y%+*¥) (ID 
\ 2 D0 pc2 dx) 

M=3 + a 

d2P 

^ ! _ 
dP~ 
da 

M(a) ^constant (12) 

dpe where f=f0/a and/ 0 is defined by equation (6), and - p is the 
dx 

change in the effective external pressure pe as a function of 
axial position x due to wall-tension and bending (Part I [1]). 
Moreover, c = \J(A/p)[d(p~pe)/dA], is the speed of prop
agation of small-amplitude inviscid area waves, and the speed 

index si S=-) is the fluid velocity nondimensionalized with 

respect to the local speed of propagation of small-amplitude 
inviscid area waves. 

For the tube used in the reported experiments c was obtained 
as a function of a by differentiation of the smoothed tube-
law data of Fig. 5 and is shown in Fig. 9. In Fig. 9, 

Theoretical Prediction 

^ E = 788 cm/S ± 3% 

^ B = 24 cm/s ± 1.596 

Theoielical Prediction 

C C B 3/4 
/ C E C E 

u$ 
oo o o ocooooooooo oo oocco ooco 

Fig. 9 Speed of propagation of small amplitude waves obtained by 
differentiation of the smoothed tube law data of Fig. 5. (Uncertainty in 
c 

— = ±0.01 and in a= ±0.005 at 95 percent confidence level.) (The ex-

tensional stiffness of the tube, KE, is equal to 3.23 x105 dynes/cm2 ± 5 
percent at 95 percent confidence level; the bending stiffness Kg is equal 
to 406 ±10 dynes/cm2 at 95 percent confidence level.) 

KFm-
•»)\RJ 

x\ r , i is the extensional stiffness of the tube wall 2(1 + v) \RJ 
and was calculated to be 3.23 x 103 dynes/cm2±5 percent (at 
95 percent confidence level). 

At this point, it is interesting to derive the form of the tube 
law for which a finite amplitude wave would propagate un
changed. Setting M = 0 gives 

d2P 3 dP 
— + - — = 0. (13) 
da. a da 

Solving for P and imposing the condition for unity area ratio 
at zero transmural pressure, i.e., P(1) = 0, gives 

P{a) = C B) (14) 

where C is an arbitrary constant. When C is replaced by the 
extensional stiffness of the tube wall KE, the result of equation 
(14) is seen to be identical to the tube law derived by Treloar 
[6] from kinetic theory for a thin rubber tube under positive 
transmural pressure. 

For specified inlet conditions and neglecting - 1 due to wall 
dx 

tension and bending, integrating (8), (9), and (10) yields 

srti ' ,,5) 

2f0x-xx 

a, D0 

P-Pi 
1 i rp"i 

© 

- 1 

•V(M-i-l) 
M-2 

- 1 

( M - 2 ) 

_^L=1_/«iY_ 
~P"i ©-(S) 

(16) 

(17) 

(18) 

where, Apf is the total stagnation pressure loss due to fluid 
friction. 

From the above it can be seen that for the computed values 
of Mgiven in Fig. 8 and for S2»1, the mean pressure increase 
given by (17) is very small. This is consistent with the small 
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mean upstream pressure increase measured in the shock ex
periments. Further, under the same conditions, equation (16) 
predicts that the mean area distribution will be relatively in
dependent of the inlet speed index, and will be a weak function 
of the flow rate through the friction factor f0. Thus, equation 
(16) reduces to the simple result 

a = <*i + 2/0-
( * - * i ) 

Dn 
(19) 

The experimentally acquired area distributions show that the 
mean area growth is relatively linear as predicted by equation 
(19). The average slope of the mean area curve in these meas
ured distributions and the slope (2/0) predicted by the above 
equation differ at most by about 15 percent. Further, it is 
possible to compute the shock position by substituting (xt', 
a-i') in equation (16). 

It is now possible to develop an approximate expression for 
the length of the tube required for the flow regulator. The 
shock is at its farthest stable position from the constriction, 
when the outlet end of the tube is about to buckle inwards. 
The tube length then must exceed this distance by several di
ameters. Thus, the tube length is arbitrarily taken to be equal 
to 

L=(xl'-xl)** + 6D0 (20) 

The farthest stable position (Xi' -Xt)** of the shock is found 
by writing the modified Bernoulli relation between the inlet 
and the outlet. Thus, 

1 1 
Pi+^m -Po" +J>u$ + Apc+Apn + Aps+Apn (21) 

where Apc, Ap^, Aps, Apj2, are the stagnation head losses across 
the constriction, across the tube section upstream of the shock, 
across the shock, and across the tube section downstream of 
the shock respectively. Each of these losses can be expressed 
approximately by the following relations. 

1 •> &Pc=Kc-pu,; (22) 

4f0/L-(Xl'-Xl)**\ 

"A>\ «*' / 

;p"i 

Apn--

Equation (23) has been obtained from equations (17) and 
(18). As before, it will be assumed that a, = a 0 = l , a2'~l, 
Kc~0. Further, it can be estimated that the last term of (23) 
is negligible and that Apj2«Ap/l. Hence, equation (21) can 
be written as 

(Pi-Pe\_(Pa-Pe\** 
\ KB ) V KB ) 

+ (-QY(±2-Jr2+XL(±-l)\ 
\A0sj2KB/pS W «i \«i / / 

Combining equation (26) with equations (4), and (2) gives 

•W-*->)0-&)'-^1T-')> 

(26) 

(27) 

FLOW REGULATOR 

CONTROL VARIABLES: External Pressure pe ; Constriction Size a c 

FLOW VARIABLES: Flow Rate Q ; Inlet Pressure p, ; Outlet Pressure p0 

FLOW REGULATOR FUNCTION: Maintain Q Constant lor Fixed p, and Variable p0 

Fig. 10 The collapsible-tube flow regulator 

(1) and (27). Having found a{', the distance (x,' -Xj)** can 
be found from the approximate relation 

(*,'-*,)"=§W-«,) 
4/0 

(28) 

and the tube length can be computed from the relation given 
by equation (20). 

In summary, the experimental data for the characterization 
of the flow regulator have been used for the development of 
expressions to be used in the selection of design parameters. 
In particular, for large Reynolds number and large inlet speed 
index, the required length of collapsible tube for the minimum 
possible downstream pressure and specified inlet conditions is 
given by equations (1), (27), (28), and (20). Further, equations 
(5) and (7) lead to the determination of the maximum possible 
downstream pressure for continuous flow regulation. 

2 Development of Design Criteria 
In this section, a procedure for the design of a collapsible 

tube flow regulator will be developed on the basis of the re
lations derived earlier (Section 1). The design procedure will 
be illustrated by means of a design example. 

The function of the proposed flow regulator is indicated in 
Fig. 10. The objective is to maintain the flow rate at the outlet 
fixed within a narrow specified range independent of down
stream pressure which can vary by a predetermined finite 
amount. The upstream pressure is held fixed at a specified 
value. The basic configuration of the flow regulator is shown 
in Fig. 11. Two external control variables are allowed, namely, 
the constriction area ratio ac and the external pressure pe. The 
area ratio ac may be varied by means of a mechanical con
striction. The external pressure pe may be kept fixed either by 
connection to the atmosphere or may be made adjustable by 
connection to a regulated, external air supply. 

The variables that need to be considered in the design of the 
flow regulator fall into two separate categories, namely, spec
ified variables, and design variables. The latter group can be 
divided into primary design variables and secondary design 
variables depending on the degree of their importance in the 
design. This categorization of variables is given in Table 2. 
Neglecting for the moment the secondary design variables, the 
flow rate Q can be expressed as a function of all the remaining 
specified and design variables. Thus, 

Q=f(A0, L, KB, ix, p, A„ p,-pe, T0). (29) 

In the above expression, on the basis of prior knowledge, only 
the inlet and outlet transmural pressure differences have been 
included. By dimensional analysis, this can be alternatively 
compressed as a relation between nondimensional groups as 
given below, i.e., 

/ p—p\ 6 JVr L_ (Pj-Pe) (Po-pe) T0 \ 
For given [ae, - ^ j , a , ' can be found by using equations Ao^f^Tp

 J \ B ° ' D0' "" KB ' KB ' DQKJ ' ( 3 0 ) 
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Fig. 11 Proposed flow regulator configuration 

Table 2 List of flow regulator variables 
Specified variables 

Flow rate Q (Qmax>Q>2min) 
Inlet pressure p, (p,max>p,>P,mi„) 
Outlet pressure p0 (p0max>Po>Pomin) 
Fluid viscosity \x 
Fluid density p 

Design Variables 
Primary design variables: 

Control variables 

Resting area A0 = -T-D0
2 

Tube bending stiffness KB \ Tube parameters 

Tube length L 

External pressure pe 

Constriction area ratio ac-Ac/Aa 

Wall pretension T0 

Secondary Design Variables 

Rigid inlet area A, 
Rigid outlet area Ae 
Loss coefficients Kc, Ke 

The above functional relationship reduces to a simpler form 
when the specified variables and the design variables fall within 
the design range of the flow regulator. It then assumes the 
form of equation (3) provided the following conditions, which 
specify its range of validity are satisfied. They are: 

1. The flow is inertia dominated (i.e., ReD0» 1). 
2. The flow immediately downstream of the constriction is 

supercritical (i.e., 5 ] 2 » 1). 
3. The range of variation of the pressure difference at the 

outlet is such that 

(Pomax-Pel^iPo-PeV 

KB KR 

and 

(A>, Pe). {Po-PeY 
KR 

-> KR 

- = - 3 . 

(31) 

(32) 

At the first limit given above, the shock vanishes into the 
constriction and the flow is no longer regulated. Beyond the 
second limit, the shock begins to oscillate along the tube and 
the outlet flow also oscillates in time. 

4. The length of the collapsible tube must be greater than 
the maximum distance from the constriction at which a stable 
shock can be formed, i.e., L>(xi' - .* , )**. 

The procedure for the design of the flow regulator for a 

given set of specified variables (Q, ph p0mlix, p0 mm> P> f) is 
described below. 

Selection of A0, KB, pe: 
The resting area A0 (or equivalently the corresponding tube 

diameter D0), the bending stiffness KB, and the external pres
sure pe are selected to satisfy the four conditions described 
above. 

In making this selection, the designer should also be guided 
by other practical considerations in the choice of materials and 
dimensions. For example, the structural strength, resistance to 
corrosion and wear, fabrication constraints, and cost are some 
of the factors that may have to be considered. If the critical 
Reynolds number for turbulence is not exceeded, then the 
appropriate laminar-flow friction factors for noncircular ducts 
should be employed. To evaluate Si, the area ratio c^ can be 
approximated by the constriction area ratio uc, and its useful 
practical range of variation should be taken as 0.15 < ac < 0.45. 
The wave speed for a given otc in computing Sx can be obtained 
from the nondimensional plot in Fig. 9. It is also suggested 
that (p0 m\n-pe) be selected to be a positive quantity and that 
Si be chosen to be greater than about 3. 

Selection of ac: 

Once (A0, KB, pc) have been chosen, the values of the nor
malized flow rate {Q/A^flKB/p) and the normalized pressure 
difference (pj-pe)/KB are computed. The corresponding value 
of the constriction area ratio ac is then calculated from equa
tion (3) or is obtained from the plot of Fig. 6. 

If the same flow regulator is required to function over a 
range of flow rates (Qmin < Q < Qmax) and a range of inlet pres
sures (pmta<P<Pmax). t n e corresponding values of the con
striction area ratio ac can be located in the plot of Fig. 6 with 
ac varying between the practical lower and upper limits of 
about 0.15 and 0.45, respectively. 

Selection of L: 
The length of the collapsible tube is found from relation 

(20) which expresses the fact that the tube length must be several 
diameters greater than the distance (xt' -xt)** of the shock 
from the constriction when it is in its farthest stable position. 
The value of the area ratio ax' at the entry to the shock in 
this position is first calculated from (1) and (27). Then relation 
(28) is used to compute the distance {xx' -Xi)**. 

Check on p0 max: 
Finally one must make sure that the maximum downstream 

pressure is not so high as to force the shock inside the con
striction because this would cause the flow rate to fall below 
its specified value for fixed inlet pressure. Thus, one should 
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make sure that equation (31) is satisfied once (p0-~~pe)*/KB is 
computed from equations (5) and (6). If this last step is sat
isfied, then the basic design is complete. If it is not, then the 
design values of (A0, KB, pe, L) have to be suitably altered 
until all the conditions are satisfied. For this purpose, it is 
useful to know how sensitive the design is to changes in the 
values of variables. 

The sensitivity of the regulated flowrate to changes in design 
variables can be found from equation (2) with a, = 1 and Kc = 0. 
The fractional change in flow rate Q due to fractional changes 
in the design variables is obtained by differentiating equation 
(2). Then, 

dQ_n dA0 dKB 

Q-QA°A0
+QKBKB' 

where 

d(Pi-pe) t dac 

QA»=1 

QKR = 
l 

B 2«3 - l ) 

J8 

Qa V l - a c
2 

and 

0 -

2(0-1) 

1 ac dP 

2(13-1) P(ac) da 

Pi-Pe 

a / 

KBP(ac) 

(33) 

(34a) 

(346) 

(34c) 

(34d) 

(34e) 

The sensitivity coefficients will now be calculated for a typ
ical flow regulator design in which a relatively large flow rate 
of water is to be delivered from a constant low pressure source 
to a vessel in which the pressure varies by as much as 100 
percent of its average value. Let us say that we want to maintain 
a fixed flow rate Q of 17.5 1/min between a vessel at a fixed 
source pressure p, = 35 cm H 2 0 and another vessel whose pres
sure may vary between p0 min = 5 cm H 2 0 and p0 max= 15 cm 
H 2 0 . The liquid viscosity and density are /* = O.Olg/cm - s and 
,o=1.0g/cm3 respectively. We select a collapsible tube made 
of latex tube of approximately 1 mm wall thickness and an 
internal diameter of 2.54 cm. This is satisfactory from the 
point of view of strength and durability. For such a tube 
KB = 400 dynes/cm2. Using these values with pe = 5 cm H20 we 
obtain Rem= 1 4 , 6 2 0 » 1, S ^ 13.4> 1 (taking ai==0.2), and 

Next, we assume that ac« a u and take Kc ~ 0. (Pomin Pe\ __ r, 

KB ) • 

Then, Q/A<f<j2KB/p =2.035, and {p;-pe)/KB = lJ,.5%. Then 
from equation (3) ac is calculated to be about equal to 0.217; 
since this value is close to the initially assumed value of 0.2 
our calculations, so far, are valid. Subsequently, the length 
selection step yields a i ' = 0 . 7 2 2 , (x{' - * . ) * * = 89.2 cm, and 
therefore L = 104.4 cm. Finally, we wish to ensure that the 

shock will not be driven to the constriction at the highest vessel 
pressure. We calculate the value of (Po-pe)*/KB to be 37.1, 
and, therefore, p0* =20.1 cmH 2 0 , whereas/?0max = 15 cmH 2 0 . 
Hence, the proposed design meets all the requirements. 

The sensitivity analysis yields 

dQ 

Q~ 
= ^ + 0 . 0 6 1 ^ + 0 . 4 3 9 ^ ^ -

A0 KB (Pi-Pe) 

P*K 0 . 958^ (35) 

As a result of equation (35), in the neighborhood of the 
design-parameter-values employed, an increase in each of the 
variables (A0, KB, Pj—pe> <*c) leads to an increase in flow rate. 
If ^40 and KB are considered to be fixed for this design, then 
the flow rate is more sensitive to changes in constriction area 
ratio than to changes in inlet pressure difference. 

3 Conclusions 
This paper focused on the experimental verification of the 

analytically derived (Part I [1]) characteristic flow regulation 
curve for the compliant-tube wave-speed flow regulator. As 
shown in Fig. 3, the conducted experiments satisfactorily dem
onstrated that the flow rate was indeed independent of down
stream pressure variations, as predicted by the analysis, 
provided the upstream conditions of inlet pressure and con
striction area were maintained fixed. The experimental data 
for the characterization of the flow regulator were subsequently 
applied to the development of expression to be used in the 
selection of flow-regulator design parameters (Section 1). The 
flow-regulator design procedure was illustrated by means of 
an example (Section 2) and the sensitivity of the regulated flow 
rate to changes in design variables was estimated for a typical 
flow regulator design (equations (33) through (35)). In the 
neighborhood of the selected parameter values, the regulated 
flow rate is primarily sensitive to changes in the resting cross-
sectional area of the tube A0, and to changes in the constriction 
area ratio ac; it is less sensitive to changes in the inlet pressure 
difference (p,— pe) and considerably less sensitive to changes 
in the tube bending stiffness KB. 
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The Hydrodynamic Tunnel of 
I.M.G.: Former and Recent 
Equipments 
The I.M. G. Hydrodynamic Tunnel is described in its initial state and with successive 
equipments that improved its performances. Particular attention is given to the 
recent nuclei control system. 

Introduction 
The Hydrodynamic Tunnel of the Institut de Mecanique de 

Grenoble was designed and built by the Sogreah Company 
(later Neyrtec, now Alsthom-A.C.B.-C.E.R.G.) during the 
years 1965-1967, on the order of the Grenoble University, with 
the financial support of the French "Direction des recherches 
et Moyens d'Essais (abbreviation, D.R.M.E., now D.R.E.T., 
i.e. "Direction des Recherches, Etudes et Techniques). At that 
time, in France as in other countries, the development of hy
draulic machinery and the Navy interest in fast vessels stim
ulated the need for fundamental research in the field of high 
speed hydrodynamics. It was decided that a research team 
would be gradually assembled around an experimental research 
facility, taking in account on one side the initial works on rapid 
water jets by Dodu [1] at the Grenoble University and, on the 
other side, the old experience in various fields of cavitation 
research inside the Sogreah Company (for instance, Danel and 
Duport [2]). 

The tunnel had to meet the following requirements: 
1 To be versatile, either by the flow configuration: free 

surface channel or solid wall channel with circular or rectan
gular cross section, or by the flow regime: cavitating or non-
cavitating flow and flows with ventilation. 

2 To produce a good-quality flow, with regard to the head 
steadiness at the channel entry, the air content of water, the 
mean velocity profile and the turbulence rate. 

3 To make significantly reduced the influence of the ex
ternal boundaries. 

4 To permit the observation of a large flow field. Besides, 
the size of the tunnel was to be moderate, in order to facilitate 
the fitting up of subsequent equipments. 

These conditions led the designer to propose a tunnel of 
which overall dimensions were about 20 m in length, 9 m in 
height, for which the maximum flow discharge and the max
imum water velocity were 0.65 m3/s and 13 m/s respectively, 
with a minimum cavitation number turning around 0.02 and 
a total volume of water of about 40 m3. The available infor
mation was largely used, particularly the one which was dis
cussed at the first Symposium on Cavitation Research Facilities 
and Techniques [3], to which we are very indebted. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Di
vision November 8, 1988. 

In its initial state, the I.M.G. had only one test section 
equipped with a free surface channel [4]. Later, in 1974-1975, 
a second branch was added in parallel to the first one at the 
tunnel upper level, in order to vary the possible flow config
urations and to improve the efficiency of the experimental 
work. It was also provided with a free surface channel. 

Hereafter, a brief survey of the experimental research history 
at the Grenoble University in the field of ventilated and cav
itating flows will be given first, because it helps to understand 
the present tunnel design. Second, the main parts of the tunnel 
will be described. A particular development will be devoted to 
the recent equipment intended to control the nuclei concen
tration of the tunnel water. 

1 The Main Steps of the Experimental Research 
The I.M.G. Tunnel was initially used to study the physical 

behavior of supercavitating or ventilated flows, with a special 
attention paid to the cavity geometry and to the conditions of 
air entrainment in the cavity wake [5]. During the years 1970-
1977, Rowe [6, 7] conducted experiments on base-vented hy
drofoils using the first then the second test section. His interest 
was in the hydrodynamic forces and the behavior of the wings 
at various operating conditions. He designed a hydrodynamic 
balance on each test section. The second balance, which is 
supplied with an automatic device for data acquisition and 
treatment, was designed with the assistance of the French 
O.N.E.R.A. and is still used today. In 1974, the construction 
of the second branch of the tunnel was utilized as an oppor
tunity to place an intermediate free surface tank downstream 
of the two test sections (Fig. 2), to improve the separation of 
the air injected at the basis of the foils. The ventilated flows 
around 3-D base-vented hydrofoils were then experimentally 
studied by Verron [8], using the first and the second free surface 
channels. The interest of Laali, 1978-1980, was in the relation 
between the airflow discharge and the pressure inside the ven
tilated cavities. To this end, the so-called "half-cavity config
uration," in which an air cavity is formed between an initially 
horizontal water jet and a solid bottom, was adapted to the 
first tunnel section [9]. 

From about 1980, several studies centering around developed 
cavitation were conducted at I.M.G. They used several body 
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Fig. 1 General layout of the research facility in its first state 
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Fig. 2 The upper part of the tunnel with the intermediate tank and the 
second flow section 

shapes in 2-D flows, such as wedges, cylinders elliptical foils, 
NACA foils [10]. Work concentrated on attached cavitation 
and its relation with the boundary layer behavior. The same 
concern led Franc, in 1983-1985, to observe the detachment 
of an attached cavity on a Naca foil oscillating in incidence, 
by the means of numerous high speed films [11, 12]. The foil 
oscillation is produced by a mechanical system with a possible 
frequency up to 25 Hz and an amplitude up to ±5 deg. The 
instantaneous recording and the treatment of various meas
urements such as attack angle and forces is made through a 
computer. The control of the foil incidence from the computer 
is also possible. Recently (1985-1986), new equipment com: 
pleted the capacities of the Hydrodynamic Tunnel in producing 
either attached cavities or cavitation with transient bubbles. It 
includes a nuclei injection device and a nuclei counting device, 
both of them forming a complete control system. That equip
ment was built by the A.C.B.-C.E.R.G. Company and then 
tested and used by the first present author. It will be described 
hereafter and its performances will be analyzed with some 
details. 

2 Description of the Hydrodynamic Tunnel 

2.1 The General Layout of the Facility. In the initial state 
of the tunnel (Fig. 1) the main loop comprised the driving 
pump and the resorber at the lower level, then the upstream 
tank and the flowmeter in the vertical ascending branch, the 
upper elbow, the converging nozzle, the free surface channel 
and the downstream tank at the upper level, and then the 
descending duct. The first tank was intended to establish con
stant value of the head at the test channel entry while the 
second was assigned to separate the air bubbles from the main 
water flow downstream of the test section, as far as it is pos
sible. The centrifugal pump gives a 0.65 m3/s flow discharge 
at 1120 rpm under a head equal to 20m. The power of the 
motor is 165 kW. Its variable speed is adjustable between 200 
and 1200 rpm. 

The function of the resorber is to dissolve the minute air 
bubbles which may be not separated from water after their 
passage in the main downstream tank. Also it ensures heat 
exchanges with the water of the cistern in which it is immersed. 
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It is made of two horizontal parallel ducts (0.900m in diameter, 
6.500m in length). 

As shown in Fig. 1 the upstream tank (2m in diameter) 
permits the creation of a free surface and an internal overflow 
which is bypassed directly to the downstream tank, in view to 
filter the possible variations of the flow discharge. Actually, 
the motor-pump runs at a very constant value of its rotation 
speed, and the internal device of the upstream tank is not used. 
Usually, this tank is filled with water, apart an air cushion at 
its upper part. The bypass is used to lower the water velocity 
in the test section below 3 m/s. 

The flowmeter is a helical blade-wheel which is placed in 
the vertical ascending duct (0.500 m in diameter). It is followed 
by a conical diverging duct up to the upper elbow (0.800 m in 
diameter). The flowmeter gives 60 voltage impulses per rev
olution. The uncertainties of the discharge measurements are 
+ 0.8 percent. The elbow is made with sixteen blades which 
have a low cavitation index. In the horizontal duct which 
follows the elbow, two honeycombs with 8 mm cells reduce 

the turbulence level Tu = •\fu'2/U„, as measured in the test 
section, to 0.12-0.16 percent. 

The converging nozzle has a rectangular cross-section which 
evolves according to a law given by the model of 2-D free jets 
issuing from a large container. It emerges into the free surface 
channel with rectangular section of 0.175 m in width and 0.280 
m in height. Thus the area ratio between the upstream and 
downstream part of the converging nozzle is close to 10. In its 
initial state, the test channel was built with glass plates (2.500 
m in length) and was enclosed in a caisson which sustained the 
pressure difference. This device gave a good quality flow but 
was not easy to operate. It will be replaced shortly by a solid 
wall channel with plexiglas walls. 

In its initial state, the test section was connected to the 
downstream tank through a curved duct and a variable head 
loss valve. The latter device, which was then immersed into 
the downstream tank, gives there a pressure lower than the 
test section pressure. Thus it is possible to work with high av 

values and simultaneously achieve a high level of water deaer-
ation rate. The degassing tank (Fig. 1) was intended to increase 
the deaeration rate. In fact, the prominent role in deaeration 
is played by the downstream tank, due to its large cross-section 
(2 m in diameter) and the long residence-time of water under 
the free surface. Thus the degassing tank is no longer used. 
The total oxygen content of the initially saturated tunnel water, 
as measured by a Beckman apparatus, is reduced by 4 or 5 
after an hour of run under low ambient pressure. 

2.2 Modification of the Tunnel at Its Upper Level. The 
so-described tunnel achieved the promised performances but 
cavitation in the curved duct downstream of the section could 
be a source of problems in some operating conditions. Besides, 
the intensive injection of air, which was needed for the study 
of ventilated flows, was partly impeded by the too large value 
of the minimum head loss in the variable head loss valve. Thus, 
as previously mentioned, the construction of the second test 
section was started together with the setting-up of the inter
mediate tank downstream of both the test sections (Fig. 2). 

The intermediate tank was designed, after a preliminary 
experimental study on a model, to separate about 90 percent 
of the air injected. It can be connected directly to the down
stream tank. Another possibility is to use the variable head 
loss valve, which is now placed out of the tank. Thus, large 
amounts of air (up to 5.5 x 10~3 kg/s) can be injected in the 
water flow without any recirculation: for the lower pressures, 
the height of the air-water mixture at the channel outlet can 
reach 1.25 times the water height at the entry. 

The second branch of the tunnel is served by the first upper 
elbow which can be rotated by 90 deg, as shown on Fig. 2. 
The cross-section area of the second test section (0.120 m in 

width, 0.400 m in height) is close to the first one, but its shape 
reduces the boundary influence and it facilitates the setting-
up of the hydrodynamic wall balance. The length of the test 
section is 1.600 m, the thickness of the plexiglas walls is 0.070 
m. 

The present structure of the I.M.G. Hydrodynamic Tunnel 
results in two main consequences. On one side, it is favorable 
to the study of unsteady cavitating flows around oscillating 
bodies because it tends to make the test section uncoupled 
from the other parts of the loop: the upstream flow at the 
channel entry is unaffected by the foil oscillation. On the other 
side, the two free surface tanks for the air decanting tend to 
destroy the air nuclei down to a critical pressure of - 3 x 104 

Pa at least. Thus the tunnel is suited to the study of the attached 
cavity-boundary layer interaction and that helps to distinguish 
the effect of the air nuclei from the viscous effect. However, 
from the viewpoint of applications, that character can become 
a disadvantage, considering particularly the similarity laws 
relative to the nuclei influence [3]: although they are still not 
fully established in detail, their main tendencies indicate that 
a large nuclei concentration is required in the case of small 
model flows. That last point led to the additional equipment 
of the nuclei control system, in order to vary the flow patterns 
and to enlarge the application field of the experimental work. 

3 The Nuclei Control System 
The choice of the control system results from the nuclei 

effects which are expected in the study of flows around slender 
bodies such NACA foils in the I.M.G. Hydrodynamic Tunnel. 
A first investigation gave the following order of magnitude 
for the nuclei population: the characteristic size of the micro-
bubbles should be mainly centered in the 4 - 1 5 fim range, 
i.e., in critical pressure of the order - 2 , 5 x 104 Pa to - 4 x 
103 Pa and the total nuclei density had to be between about 
0.1 and 10 per cubic centimeter. Those data were obtained 
from the Lecoffre's previous experience in measuring nuclei 
population by the venturi counter [14, 15]. Then, taking in 
account the discharge of the tunnel at a channel velocity of 10 
m/s, i.e., about 0.5 m3/s, the seeding system has to furnish 
about 5 x 106 nuclei per second, at least if we want a uniform 
distribution of the nuclei population through the flow cross 
section. In the same way, the measuring device must be able 
to count this kind of population. Having an understanding of 
the performances of the first venturi counter, this one seemed 
not well suited to our situation, because it is saturated by small 
enough nuclei concentrations and thus is to be considered 
rather as a cavitation susceptibility meter. It happened that a 
new venturi counter, whose geometry is deeply different from 
the first one, was proposed by Lecoffre and the A.C.B.-
C.E.R.G. Company. When accompanied by a dilution method, 
this device offers a large enough measurement range for the 
total nuclei density. In particular, it will be shown that the 
performance of the measuring device is dependent on the design 
of the tunnel on which it is implanted. 

Another point must be emphasized here: by the analysis of 
high-speed films, we get the number of bubbles which explode 
in the vicinity of a NACA foil in the tunnel test section. At 
the zero incidence, that foil gives a flat pressure distribution 
over upper side in such a way the air nuclei undergo a negative 
pressure step. Now, from the counting of the air nuclei up
stream of the test section, it is possible to estimate the number 
of bubbles which probably should explode in the foil region, 
taking in account their critical pressure and the pressure chart 
inside the flow field. The estimate gives a number which is 
between 0.5 and 2.5 times the number of bubbles which actually 
explode for two different configurations of the flow. Of course, 
such an estimate can be only rough. However it shows that, 
whatever the uncertainties of the counting device may be, the 
number of the active nuclei it gives is not far from reality. 
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Fig. 3 Sketch of the air nuclei control system 
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Remark here that a similar procedure was followed by Kodama 
et al [16] using other injection and counting techniques. The 
results are of the same order of magnitude. 

3.1 The Nuclei Injection Device. The possible nuclei in
jection devices are numerous and their capacities were dis
cussed largely by Oldenziel [17]. The system in use at I.M.G. 
is based on the expansion method in which water saturated 
with air at high pressure (Pge„ — 2 to 5 x 105 Pa) is injected 
into the tunnel through small orifices. There the liquid path 
is such that small supercavities are formed which release a high 
number of tiny bubbles. As a first approximation, the bubbles 
number in each injector is a function of the injector cavitation 
number, which is defined as 

iav)inj = (Pam ~ Pv)'/(Pgen ~ Pam) 

In this expression, pam is the absolute pressure which is estab
lished at the injector exit, i.e., the pressure upstream the tunnel 
converging nozzle. 

Figure 3 shows the main parts of the injection device, namely 
the generator or engassing tank and the injection circuits. The 
injection is made between the two upper elbows of the tunnel 
second branch at about 4 m upstream of the test section. Two 
injection methods are possible. A first method is to make direct 
injection through 9 injectors distributed over the cross-section 
of the 0.800m duct. Each injector gives about 6 X 105 nuclei/ 
second at its maximum. In order to decrease the nuclei con
centration, it is also possible to make an indirect injection 
through a dilution chamber in which saturated water expands 
and is mixed with water which previously is drawn off the 
tunnel loop. A part of the mixing is then injected into the 
tunnel through pipes in which many holes are drilled, the other 
part returns to the downstream tank. 

Our present experience with this injection device leads us to 
formulate some remarks. Firstly, because of the high value of 
the convergence ratio at the channel entry, the injection is 
made in a region where the water velocity is small. Thus, for 
the smaller test velocities, the air nuclei can reside about ten 
seconds in the large diameter duct. This time is sufficient to 
make possible a partial decantation of the bubble population 
under the buoyant gravity effect, and in addition to allow the 
air escape from bubbles by diffusion. Indeed, those effects can 
be observed qualitatively, if not measured. Secondly, it was 
found that the dispersion of the nuclei through the channel 
cross-section is not achieved with the present location of the 
injectors: the concentration profile, measured upstream of the 
converging nozzle, shows spatial variations of about ± 20 
percent. By some aspect, that dispersion insufficiency is ad
vantageous because it permits to produce simultaneously very 
different phenomena on each part of the hydrofoil span. An 
example will be given below. Finally, the mean nuclei content 
seems to be slightly too small with respect to some expected 
effects. Thus the injectors implantation will be shortly mod-

Fig. 4 Nuclei counting in the case of full nuclei seeding 

ified in order to concentrate the nuclei injection near the middle 
horizontal plane of the duct. 

3.2 The Nuclei Measuring Device. The measuring device 
is sketched on Fig. 3. It comprises two sampling probes located 
upstream of the converging nozzle, the nuclei counter and the 
pipe which conducts the sampled water through a variable 
speed pump and a flowmeter to the downstream tank. 

The sampling probes traverse the 0,800 m duct over one of 
eight possible radii. The first probe has an internal diameter 
of 24 mm. Its sampled water passes directly to the nuclei 
counter. The second probe (diameter 6 mm) is supplied with 
a dilution chamber in which sampled water is mixed with tunnel 
water. 

The nuclei counter is made by a hydraulic component with 
a venturi throat followed by a rapidly diverging duct in which 
an ogive is placed. The narrower annular cross-section has 
about 1 mm in thickness and 60 mm in circumference. That 
arrangement avoids interaction between exploding bubbles and 
permits a larger amount of water to be treated. The counting 
is made by a piezoelectrical ceramic which detects the noise 
emitted when the bubbles implode. 

In such a device, the measured quantities are the absolute 
pressure px upstream the venturi throat, the flow discharge q 
and the total number TV of noise peaks recorded during a time 
tc. The mean pressure p2 at the narrower section S2 is deduced 
from the Bernoulli equation: 

Pi = P\ - P ' 
Q2 / I 

W S,2)' S2 

10 (1) 

It is assumed that the bursting pressure pecl of the nuclei 
which actually explode is larger or equal to the pressure p2. 
Here we distinguish the bursting pressure from the critical 
pressure in view of possible dynamic effects. 

Two points are particularly sensitive in that method. The 
threshold from which noise peaks are counted is somewhat 
difficult to define acutely. Also, because of the smooth shape 
of the ogive, the actual value of the cross-section area S2 is 
not well defined. Thus a calibration is necessary: it is made 
by injecting a large amount of air nuclei and assuming that 
the bursting pressure of the weakest among them is close to 
the vapor pressure pv. 

When working with the nuclei counting device under various 
tunnel conditions, we noticed two limitations. The first one is 
due to the capacity of the noise signal treatment. A saturation 
appears at about 1800 peaks per seconds. The second restriction 
is brought by the appearance of an attached cavity around the 
nose of the ogive. That happens for the value a/—0.7 of the 
venturi cavitation number which is defined as: 
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Fig. 6 An example of nuclei effect
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two large quantities. Indeed, the configuration of Fig. 3 is
adopted in view to avoid any cavitationai bubbling between
the small sampling probe and the venturi counter.

In Fig. 4, each point results from the averaging of the counted
nuclei over a 100 s measuring duration. Thus, with a maximum
flowrate of one liter per second in the venturi counter, the
sampled water volume can reach 0.1 m3, which is significant
with rega!'d to the water volume in the hydrofoil vicinity.

On Fig. 5, are presented tests of nuclei recirculation. The
nuclei concentration upstream of the injection point, when the
nuclei seeding is operated, is small: its value is less than 0.1
nuclei per cubic centimeter (Fig. 5, cases b and c). Practically
we obtain the same concentration if seeding is not made (Fig.
5, case a).

Finally, the photograph of Fig. 6 shows two juxtaposed
typical aspects of cavitation on a NACA 16209 foil. On one
part of the span, an attached cavity is visible at the rear part
of the foil. On the other part, transient bubbles explode from
the vicinity of the minimum pressure point and sweep the cavity
away. The 2-D pressure distributions on each part are very
different. It is noticeable that they seem to match within a
small transverse thickness.
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I (SQVaven! = (PI - Pu)li P J
where PI is close to the value Pam of the pressure upstream the
tunnel converging nozzle. If we combine equations (I) and (2)
and we take the condition avent > at> we find an approximate
limit value for the bursting pressure Peel of the nuclei:

I-at
Pu - Peel <: -- (Pam - Pu) (3)

at

Thus the measuring range is strongly connected to the operating
conditions in the tunnel. It is extended by the largest values
of the ambient pressure and the channel velocity.

On the whole, if we keep in mind the limitations which are
inherent in this kind of measuring method, we can consider
that the present venturi device gives information which deserves
confidence, particularly when we compare the results of the
measurements to the counting of the exploding bubbles on the
foil, as was mentioned previously.

3.3 Experimental Results With Nuclei Injection. Figure 4
shows a typical example of the nuclei measurements under
different values of the ambient pressure Po inside the tunnel
test section and with a velocity value of 10 m/s. Then the nuclei
seeding system is fully operated. Both the sampling probes are
used. The uncertainties are larger in the case of a large nuclei
concentration. That is due, for its most part, to uncertainty
in the flow discharge which is obtained as the difference of
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Study of Air Demand on Spillway 
Aerator 

1 Introduction 
1.1 Presentation. The irregularities on the spillway surfaces 

will in a high speed flow cause small areas of flow separation. 
In these regions the pressure will be lowered and if the velocities 
are high enough the pressure may fall to below the local vapor 
pressure of the water. Vapor bubbles will form and when they 
are carried away downstream into high pressure region the 
bubbles collapse and possible cavitation damage may occur. 
Experimental investigations (Volkart and Rutschmann (1984)) 
show that the damage can start at clear water velocities of 
between 12 to 15 m/s. Up to velocities of 20 m/s the surfaces 
may be protected by streamlining the boundaries, improving 
the surface finishes or using resistant materials. 

When air is present in the water the resulting mixture is 
compressible and this damps the high pressure caused by the 
bubble collapses (Peterka (1953)). Peterka, Russell and Shee-
han (1974) performed experiments on concrete specimens and 
showed that air concentrations of 1-2 percent reduce substan
tially the cavitation erosion and above 5-7 percent no erosion 
was observed. When there is not enough surface aeration (i.e., 
downstream of a gate) or if the tolerances of surface finish 
required to avoid cavitation are too severe (i.e., V > 30 
m/s), air can be artificially introduced by aeration devices 
(called aerators) located on the spillway floor and sometimes 
on the side walls. 

1.2 Aeration Devices. The design of a small deflection in a 
spillway structure (i.e., ramp, offset) tends to deflect the high 
velocity flow away from the spillway surface (Fig. 1). In the 
cavity formed below the nappe, a local subpressure beneath 
the nappe (AP) is produced by which air is sucked into the 
flow (&>'*)• 

The properties of the different types of aeration devices were 
detailed by Vischer et al. (1982). A combination of a ramp, 
an offset, and a groove provides the best design: the ramp 
dominates operation at small discharges while the groove pro
vides space for the air supply and the offset enlarges the tra
jectory of the jet at higher discharges. Volkart and Chervet 
(1983) have studied on model the behavior of a large range of 
aerators. 

1.3 Mechanisms of Air Entrainment. Chanson (1989) showed 
that the air entrainment above an aerator (Fig. 2) is charac
terized by: 1 air entrainment through the upper and lower free' 
surfaces of the water jet called nappe entrainment, 2 plunging 
jet entrainment at the intersection of the water jet and the 
rollers, and 3 air recirculation in the cavity below the jet. The 

study of the different mechanisms of air entrainment is com
plex because of the interactions between the different air en
trainment processes. 

The first step is the study of the air demand relationship. 
The air demand may be defined as the relationship between 
the air discharge provided by the air supply system, the sub-
pressure in the cavity and its distribution along the nappe, and 
the flow characteristics. The operating point of a bottom aer
ator is then obtained by combining the pressure drop curves 
of the air supply system with the air demand characteristic 
curves as detailed by Low (1986). This calculation fixes the 
cavity under pressure, and hence the jet trajectory and the 
cavity geometry. 

Previous authors (Pinto et al. (1982), Tan (1984)) presented 
the air demand relationship as: ^air

mlet = K * Liet but this does 
not take in account the air recirculation and the plunging jet 
entrainment and it becomes usual (Chanson (1989) and Low 
(1986)), to study the air demand as: QjnXei/Q„ = f(PN, Fr). 

1.4 Experiments. The author (Chanson (1988)) performed 
experiments on a 1:15 scale model of the Clyde dam spillway 
with a slope a = 52.33°. The model provided Froude numbers 
in the range 3 to 25 with initial average flow velocities from 
3 m/s to 14 m/s. By adjusting the gate at the entry of the 
flume the initial flow depth was from 20 mm to 120 mm. The 
first aerator configuration included a ramp of 5.7° (tr = 30 
mm, LTamp = 300 mm) and an offset of 30 mm height. This 
geometry was the same as that used by Low (1986). The second 
configuration had no ramp and an offset of 30 mm height as 
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Fig. 2 Air entrainment above an aerator 

that used by Tan (1984). The author performed air demand 
experiments with both aerator configurations. In some cases 
two fans were connected to the air supply inlets to boost the 
pressure beneath the nappe to the atmospheric pressure. 

First various parameters are detailed, then the experimental 
results are presented and finally a study of the particular case 
Qairinlet = 0 is developed. 

2 Dimensionless Parameters 

2.1 Parameters. The relevant parameters needed for any 
dimensional analysis come from the following groups: 

A Fluid Properties. These consist of: the pressure above 
the flow P0 (Pa), the density of water pw (kg/m3), the density 
of air pair (kg/m3), the dynamic viscosity of water fx (N.s/m2), 

the surface tension of the water (N/m), the vapor pressure at 
the experiment temperature Pv (Pa) and the acceleration of 
gravity g (m/s2). 

B Spillway and Aerator Geometry. They are: the spillway 
slope a, the channel width W(m), the roughness of the spillway 
surface ks (m), the offset height ts (m), the groove length Lg 

(m), the duct area below the spillway surface Ad (m2), the angle 
between the ramp and the spillway <j> and the ramp length Llamv 

(m). 
C Geometry of the Air Inlets. 
D Flow Properties. These consist of: the velocity distri

bution, the air concentration distribution at the end of the 
approach flow, the distribution of the axial component of 
turbulent velocity, and the distribution of the lateral compo
nent of turbulent velocity. Normally the distributions of these 
parameters are replaced by their mean value: the water depth 
of the flow in the approach zone d (m), the flow velocity V 
(m/s), the root mean square of axial component of turbulent 
velocity u' (m/s), and the root mean square of lateral com
ponent of turbulent velocity v' (m/s). 

E Undernappe Cavity Properties. These consist of: the 
water jet length Ljet (m), the difference between atmospheric 
pressure and air pressure beneath the nappe AP (Pa), and the 
air discharge through the ducts Qair

mlet (m3/s). 
F Downstream Flow Properties. These consist of: the air 

concentration distribution, the flow depth and the velocity 
distribution downstream of the aerator. 

The study on spillway model uses the atmospheric pressure 
as pressure above the flow and when the vapor pressure P„ is 
small compare to the atmospheric pressure and the pressure 
in the cavity (P0 - AP), the parameters P 0 and P„ may be 
neglected. Laali (1980) performed experiments with variations 
of the pressure above the flow and his results will be discussed 
later. 

Ervine and Falvey (1987) showed that the lateral component 
of turbulence intensity v' /V is proportional to the axial tur
bulence intensity u'/Kand for an axisymmetric jet their results 
fitted: v'/V = 0.38 * u'/V. For a two-dimensional plane jet 
it is reasonable to assume that there will be a similar relation
ship and this enables us to replace u' and v' by the independent 
parameter u'. 

N o m e n c l a t u r e 

C = 

CQV -

Ad = duct area below the sur
face spillway (m2) 
air concentration defined 
as the volume of air per 
unit volume 
volume air flow coefficient 
(13) 
characteristic depth (m) 
defined as: 

d = ]„ (1 - C)*dy 

Euler number defined as: 

Eu = V/sJ AP/pail 

Froude number defined as: 

Fr = V/\fg*d 
g = gravity constant (m/s2) -

local value: g = 9.8050 
m/s2 (Christchurch, New 
Zealand) 

L = distance along the spillway 
from the end of the de
flector (m) 

Ljet = distance of the impact 

Eu = 

Fr 

p 
A atm 

Po 

PN 

Qair 
r\ inlet 
*«£air 

Qw 

n inlet 
f/air 

Re 

Sygma 
tr 

ts 
Tu 

uw 

point of the jet from the 
end of the deflector (m) 

= atmospheric pressure (Pa) 
= pressure above the jet (Pa) 
= pressure gradient number 

defined as: PN = 
M>/(P„*g*d) 

= air discharge (m3/s) 

= air discharge provided by 
the air supply system 
(m3/s) 

= water discharge (m3/s) 

= air discharge provided by 
the air supply system per • 
meter width (m3/s/m) 

= Reynolds number defined 
as: Re = p„ * V *' d/p 

= relative subpressure 
= ramp height (m) 
= offset height (m) 
= turbulence intensity de

fined as: Tu = u'/V 
= average water velocity (m/ 

s) defined as: U„ = qw/d 

u' 

V 
W 

We 
y 

/oinlet 

AP 

4> 

V-

Pair 

Pw 

root mean square of axial 
component of turbulent 
velocity (m/s) 
velocity (m/s) 
channel width (m) 
Weber number 
depth measured perpendic
ular to the spillway surface 
(m) 
spillway slope 
dimensionless air discharge 
provided by the air supply 
system 
difference between the 
pressure above the flow 
and the air pressure be
neath the nappe (Pa): AP 
= Po - Pcavity 
angle between the ramp 
and the spillway 
dynamic viscosity of water 
(N.s/m2) 
density of air (kg/m3) 
density of water (kg/m3) 
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Fig. 3 Characteristic curves—aerator with a 30 mm offset height and 
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Fig. 4 Characteristic curves—aerator with a 30 mm offset height 

The parameters required to design an aerator are: 1 the air 
discharge Qa;r

mlet, 2 the air concentration near the floor down
stream of the aerator Cb, 3 the difference between the atmos
pheric pressure and the pressure in the cavity beneath the nappe 
AP and 4 the water jet length Liet. Each of these design pa
rameters is a function of the initial independent parameters: 

^jeti Qi ir
inl,!t, AP, Cb=f(p„, Pair, ii, a, g, a, W, ks>) 

ts, Lg, Ad, <j>, Lmmp, V, d, u') (1) 

2.2 Dimensionless Numbers. The variables above give the 
following dimensionless numbers: the nondimensional air dis
charge (3inlet = 6air

inlet/Qvv, the air concentration at the bed Cb, 
the jet length Ln/d, the dimensionless geometric variables 
ks/d, t/d, Lg/d, Ad/(d* W),LT3mv/d, the Froude, Reynolds, 
Weber and Euler numbers, the density ratio pajr/p„, and the 
turbulence intensity: Tu = u'/V. 

Any combination of these numbers is also dimensionless and 
may be used to replace one of the combinations. It will be 
shown later that it is convenient to replace the Euler number 
by a pressure gradient number PN defined as 

A P 

P„*g*d 

This number is obtained from the others by the relation: 

\ E u / pw 

For the study of cavity at the rear of a hydrofoil other 
workers (Laali and Michel (1984)) have used, in place of the 
air discharge |8lnlet and the pressure gradient PN, 1 the volume 
air flow coefficient CQW and 2 the relative subpressure Sygma 
defined as 

CQV-
ffl 

V*W*(ts + tr) 
Sygma = 

AP + pw*g*d 

1 
*pw*V2 

The coefficient CQV is equal to the ratio of the mean air 
velocity in the cavity over the flow velocity in the jet and for 
vapor cavity (Pcavity = Pv) the number Sygma equals the cav
itation number <jv. Both coefficients may be deduced from the 
others: 

CQV—{ 
t,+ tr 

Sygma = 2 -m 
Studies are performed on geometrically similar models and 

it is convenient to use a slice model. Side effects may appear 
due to the boundary layers on the side walls. However if these 
boundary effects are assumed small, the problem becomes a 
two-dimensional study. The nappe subpressure is usually con
trolled by valves on the air inlet systems and this enables the 
underpressure to be treated as an independent parameter. The 
density ratio is almost constant. From these considerations the 
relationship (1) is rewritten in terms of dimensionless param
eters: 

' • i S ' 1 Ch 

^ ( R e , W e , F r , a , f , ^ , ^ , - ^ , . , ^ , T u , P N ) 

(2) 

2.3 Discussion. For a given aerator configuration (a, ks, ts, 
Lg< Ad, <j>, Z,ramp fixed) and a given flow depth d, the relationship 
(2) becomes: 

L^/d, /3 in te, Q = / ( R e , We, Fr, Tu, PN) (3) 

According to Laali (1984), Kobus (1984), and Pinto (1984) the 
Reynolds and Weber numbers do not influence the processes 
in any significant way if: 1 the Reynolds number is greater 

V 
than 105 and 2 - the Weber number Wx = , is 

\Jo/(pw*Liet) 
greater than 400. 

The ratio Wx is defined by Pinto (1984) using the jet length 
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Fig. 6 Influence of the depth of water on the characteristic curves 

as characteristic length. Pinto et al. (1982) performed exper
iments on a series of hydraulic model whose scale varied from 
1:8 through to 1:50 and were able to show that the model 
reproduced the prototype air demand for all water discharges 
for scales larger than 1:15. For scales 1:30 and 1:50 the correct 
air demand was only reproduced for the larger discharges. The 
dimensionless equation^(3) then becomes: 

Liet/d, /Tlet, Cb=f(Fr,Tu,PN) 
There is little information available on the effects of tur

bulence. Often the studies neglect the influence of the tur
bulence intensity (Vischer et al. (1987), Low (1986), and Laali 
and Michel (1984)) and it then becomes: 

Liet/d, {SinM, Cb=f(Fr, PN) (4) 
As discussed earlier the air entrainment above an aerator 

may occur by different processes. Each of these processes yields 
a different nondimensional equation and the interactions be
tween these processes must be considered. More the upstream 
conditions include the air concentration, velocity, turbulence 
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Fig. 7 Curves fiM" = f(Fr)—aerator with a 30 mm offset height and a 
ramp 

and pressure distributions rather than the average values. 
Therefore it is believed that the type of relation defined in 
equation (4) is incomplete and neither does it characterize any 
single physical process. 

The data obtained on the Clyde dam spillway model are 
analyzed using equation (4) and the equation inadequacy is 
discussed later. 

3 Characteristic Curves 
3.1 Results. For different flow depths we measured the char

acteristic curves p'nlet = f(PN) for several Froude numbers 
(Figs. 3 and 4). It must be noticed that the scales of the graphs 
are not the same for the two aerator configurations. The re
lationship between the three dimensionless numbers shows that 
a decrease of air discharge brings an increase of the nappe 
subpressure and for the same nappe subpressure the air dis
charge increases with the Froude number. 

Figure 5 shows the air demand curves for two Froude num
bers with both aerator geometries and they are compared with 
a typical pressure drop curve of the air supply system. At low 
Froude numbers the operating point of the aerator with ramp 
(point B) shows that this configuration provides a larger air 
discharge than the aerator configuration without ramp (point 
A). At high Froude numbers the aerator without ramp (point 
D) supplies more air than with ramp (point C). This phenom
enon occurs because the presence of the ramp increases the 
slope of the curve |8lnlet = f(PN) for identical upstream flow 
conditions. 

Figure 6 presents /3lnlet as function of the initial depth of 
water d/ts for constant Froude numbers. The results show that 
an increase of the flow depth decreases the average slope of 
qinlet /(PN), increases the pressure gradient for /3" 0 
and decreases the air discharge |8inlet when PN reaches zero. It 
must be emphasized that we cannot separate the effects of two 
parameters d/ts and e?/Lramp. For a geometry with ramp, for 
the same flow depth, increasing the ramp length increases the 
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Fig. 9 Half-cavity geometry—Laali (1980) 

depth of flow for which the streamlines are parallel to the 
ramp. Above this depth the streamlines are less affected by 
the slope. 

Another way to present the characteristic curves is by plot
ting /3inlet as a function of the Froude number for constant 
pressure gradient (Figs. 7 and 8). 

3.2 Discussion. Laali performed experiments on a horizontal 
half-cavity (Fig. 9) within the framework of study of cavity in 
the rear of hydrofoils. His data were originally plotted as: CQV 

- /(Sygma) and are presented as /3lnlet = f(PN) in analogy of 
the study on spillway model. 

The air demand plotted as /3lnlet = f(Ps) has two linear 
sections connected by a transition zone (Fig. 10). These regions 
correspond to different air entrainment processes. For low air 
discharges and low Froude numbers most of the air is evacuated 
at the rear of the cavity by plunging jet entrainment. For middle 
values of the air inflow (transition zone) Michel (1984) indicates 
that plunging jet entrainment becomes insufficient and a pul
sation phenomenon may appear which is characterized by evac
uation of pockets of air trapped by a re-entrant jet at the rear 
of the cavity. Similar pulsation phenomena were observed on 
spillway model Chanson (1988) and on prototype (Frizell 
(1985)). A hysteresis process occurs at the transition between 
high and low air discharges: the relationship j3'nlet = f(PN) has 
a different shape for increasing and decreasing air supply dis
charges. All experiments presented (1988; 1980) were per
formed with a decreasing flow rate to avoid this phenomenon. 

For high air discharges most of the air is entrained by nappe 
entrainment. For large jet lengths and hence for high Froude 
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Laali's data (1980) A(P0)= ± 73 Pa A(0lnl,1)//3lnl« = + 2 percent 
A(PN) = ± 2 percent A(Fr)/Fr = ± 0.34 percent 

.inlet 

Scheme of the relation /3lnlsl = /(Fr) 

numbers Laali (1980) suggests that the air-water mixture along 
the lower interface of the jet tends to block the formation of 
the re-entrant jet and at the limit the pulsation regime may 
disappear. This is in agreement with the data obtained on 
spillway model (Fig. 10(a)) that show two different shapes of 
curve /3inlet = f(PN) with the transition zone. 

For a given depth of water and aerator geometry, the re
lationship /3lnlet = /(Fr) for a constant pressure gradient in
dicates four characteristic regions (Fig. 11). For low Froude 
numbers (region 1) there is no air entrainment. Observations 
of the experiments indicate that no air is entrained through 
the free-surfaces of the jet, and according to Ervine and Ahmed 
(1982), air entrainment by plunging jet entrainment does not 
occur below a critical velocity Vc = 0.8 m/s. Hence a char
acteristic Froude number F0 can be defined such there is no 

entrainment for: Fr < F0 = Vc/yg*d. 
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In the region 2, most of the air is entrained by plunging jet 
entrainment and photographs show that no nappe entrainment 
occurs. Air bubbles are entrapped when the water jet intersects 
the rollers and dragged away by the flow. 

For a high velocity jet nappe entrainment occurs and the air 
is entrained by high intensity turbulent eddies close to the free-
surface. This process occurs in the region 3 and the air is 
entrained by addition of plunging jet entrainment and nappe 
entrainment. The latter becomes major for higher Froude num
bers. The start of nappe entrainment is well marked and may 
be characterized by a characteristic Froude number Fr1. For 
a given flow depth and pressure gradient PN, the relationship 
(3mlet = /(Fr) is almost linear in the region 3 and is estimated 
as: 

At higher Froude numbers (region 4) the air entrainment is 
limited by the limit air transport capacity of the flow. Kobus 
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(1984) and Brauer (1971) indicate that this limit is given by the 
maximum air bubble concentration in the flow. The relation
ship (3lnlel = /(Fr) is no longer linear. A statistical study Chan
son (1988) suggests: 

/3inlet=^2* V F r - F 2 (6) 

The change of mechanism of air entrainment observed be
tween the regions 2 and 3 is clearly marked in both aerator 
geometries for different flow depths, cavity subpressures and 
flow velocities. To a first approximation the characteristic 
Froude number Fj (equation (5)) is assumed to represent the 
start of nappe entrainment. Variations of F( as a function of 
the depths of water and Froude numbers are shown in Fig. 12 
for both geometries. A statistical study of the coefficients K{ 

and F[ Chanson (1988) indicates that in the region 3 (Fig. 11) 
the air demand characteristic curves /3lnlet = /(Fr, PN) are es
timated by: 

jSinlet = AT, * (Fr - / , -Ex* \[p~N) (7) 

where El = 23.51 * (d/ts) ~3/2 

/ ! = -8 .17 + 5.77*(c?/^)-0.605*(c?/g2 

# ! = 0.2 (Ramp 5.7° ^ , = 0.06 (No ramp) 

It must be noticed that the coefficients El and fx are inde
pendent of the ramp and the characteristic Froude number Fx 

is only function of PN and d/ts. The equation (7) provides a 
good fit of the experimental data from the Clyde dam spillway 
model (Fig. 13) but may not be generally applicable to aerators 
of differing geometry or different spillway slopes. 

3.3 Influence of Other Parameters. Laali (1980) was able to 
vary parameters as the absolute pressure above the flow P0 

and the roughness of the injector. His results are presented on 
Figs. 14 and 15 and the different flow conditions are reported 
on Table 1. In the range of considered pressure (104 Pa, 2 104 

348 / Vol. 112, SEPTEMBER 1990 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Laali's experimental configuration 
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Fig. 16 Plot of PN as a function of the Froude number for Qair
inlel 

Pa) the Fig. 14 indicates that, for a given pressure gradient 
and Froude number, the air discharge decreases when the am
bient pressure above the jet P0 decreases. This suggests that 
the performances of aerator located at high altitude may be 
affected by the lower atmospheric pressure. 

Laali (1980) then introduced artificial roughness (paper sand 
ks = 0.4 mm) on the lower surface of the nozzle of the orifice 
in order to modify the free-surface irregularities of the jet and 
the experimental results are plotted in Fig. 15. The presence 
of roughness on the nozzle of the injector increases the thick
ness of the initial boundary layer and therefore reduces the 
height of the uniform turbulent flow. The results are then 
expected to be similar to the effects of a reduction of the jet 
thickness and this is observed on Fig. 15. Laali (1980) indicated 
that the effect of the roughness is less important for large 
Froude numbers as the boundary layer thickness is reduced as 
the Reynolds number increases. 

Ervine and Falvey (1987) investigate the effect of turbulence 
on free jets discharging horizontally and suggest that some 
important processes in turbulent jets in the atmosphere are 
dependent on Weber and Reynolds numbers and the turbulence 
intensity Tu. Then great difficulties appear in modelling free 
jets and studies must be related to the equation (2). 

4 Study of the Case ga i r = 0 
4.1 Introduction. The flow above an aerator when <2ajr

mlet 

= 0 is function of the spillway slope, the aerator geometry 
and the flow characteristics. At low Froude numbers or for 
low channel slopes the aerator is submerged when the air dis
charge is zero. For high channel slopes and high ramp slopes 
the cavity below the jet is not usually submerged when the air 
supply system is sealed. The transition between the two regimes 
corresponds to the conditions of submergence of the aerator. 
When the aerator is not submerged and for Qair'

nlet = 0, the 
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cavity below the nappe is subject to air recirculation Chanson 
(1989). 

4.2 Relationship PN = /(Fr). When the cavity is not sub
merged the cavity geometry (for Qair

lniet = 0) is characterized 
by the nappe subpressure and the Froude number. Figure 16 
present the author's data for various flow depths. The rela
tionship PN = /(Fr) characterizes the behavior and the shape 
of the cavity when the air discharge supplied by the air inlets 
is zero. 

The data show a good correlation. For high Froude numbers, 
the relationship PN = /(Fr) is almost linear and is estimated 
by: 

p N = £ , * ( F r - F F ) (8) 

The variations of the coefficients FF and kx are plotted on 
Figs. 17 and 18 versus the dimensionless depth of water for 
the Clyde dam spillway model. 

4.3 Submergence of the Aerator. Under high subpressures 
the aerator becomes submerged and stops playing its protective 
role. For small Froude numbers and small air discharges an 
obstruction (partial or complete) of the air supply increases 
the pressure gradient above a limit and the aerator could be 
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submerged. When the cavity pressure drops the submergence 
is preceded by the appearance of a large amount of spray falling 
from the underside the nappe. The rear part of the jet is affected 
by rollers and the curvature of the jet is pronounced. 

The study of the data PN = /(Fr) for Qair
inlet = 0 highlights 

two characteristic parameters (Fig. 19): the submergence Froude 
number Frsub such that no submergence occurs for Fr > Frsub 

and the minimum pressure gradient PN
mm. These parameters 

are function of the flow depth and the aerator geometry. For 
the aerator configuration with a 5.7° ramp the parameters 
Frsub and PN

min are plotted in Figs. 20 and 21. For the aerator 
configuration without ramp the only information is: Frsub > 
15 for d/L = 1.65 and Frsub < 11 for d/L = 1.15. 

5 Conclusion 

The study of the air demand is complex and the dimensional 
analysis shows that a similitude between model and prototype 
is almost impossible to respect. However the air demand pro
vides a relationship between the air discharge, the subpressure 
and the flow characteristics, and for given flow conditions and 
aerator geometry the combination of the air demand charac
teristic curves and the pressure loss curve of the air supply 
system determinates the subpressure in the cavity beneath the 
jet and hence the jet trajectory. This enables the determination 
of the boundary conditions for a complete study of air en-
trainment above the aerator and the flow conditions down
stream of the nappe. The air demand study provides additional 

informations. Indeed it highlights a characteristic Froude num
ber above which nappe entrainment occurs. For smaller Froude 
numbers air entrainment occurs by plunging jet entrainment. 

When the air inlets are sealed (Qa;r'
nlet = 0) the aerator is 

submerged for low Froude numbers. For high velocities the 
cavity beneath the nappe is clearly marked and the subpressure 
in the cavity and the cavity geometry is a function of the Froude 
number for given flow conditions and aerator geometry. The 
conditions for the disappearance of the cavity, called sub
mergence, were obtained as a function of the initial flow depth 
for the aerator with ramp. • 
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Solid Phase Contribution in the 
Two-Phase Turbulence Kinetic 
Energy Equation 
This paper presents a multiphase turbulence closure employing one transport equa
tion, namely, the turbulence kinetic energy equation. The proposed form of this 
equation is different from the earlier formulations in some aspects. The power 
spectrum of the carrier fluid is divided into two regions, which interact in different 
ways and at different rates with the suspended particles as a function of the particle-
eddy size ratio and density ratio. The length scale is described algebraically. A double-
time averaging approach for the momentum and kinetic energy equations is adopted. 
The resulting turbulence correlations are modeled under less restrictive assumptions 
comparative to the previous work. The closures for the momentum and kinetic 
energy equations are given. Comparisons of the predictions with experimental results 
on liquid-solid jet and gas-solid pipe flow show satisfactory agreement. 

1 Introduction 
Multiphase flows are widely applied in engineering processes 

from chemical, mechanical, petroleum, mining and other in
dustries. Various theoretical and experimental techniques for 
the investigation of those flows are available. Some of them 
are a straightforward extension from the single phase flow 
models by introducing some ad hoc modifications. Other in
vestigations originate from the gas-solid flow (Soo, 1983) or 
fluidized bed models (Wang et al., 1988). 

Increasing concern for the prediction of turbulent multi
phase flows have been noticed during the last twenty years 
(Danon et al., 1974; Al-Tawell and Landau, 1977; Genchev 
and Karpuzov, 1980; Melville and Bray, 1979; Crowe and 
Sharma, 1978; Michaelides and Farmer, 1983; and Shuen et 
al., 1983). Two equation turbulence models have been pro
posed for dilute particulate flows by Elghobashi et al. (1982, 
1983,1984), Crowder et al. (1984). Algebraic and one equation 
turbulence models have been suggested also for dense liquid-
solid flows (Roco et al., 1983,1985,1986) in which the particle-
particle interactions play an important role besides the fluid-
fluid and fluid-solid interactions. Most of these studies as well 
as other earlier investigations have some limitations. In the 
above mentioned studies the response of solids to the turbulent 
fluctuations of the carrier fluid is obtained under restrictions 
similar to those referred by Hinze (1975, p. 460), which limit 
their use. In addition to that, empirical functions are usually 
introduced in these models. 

The purpose of the present paper is 
(i) To propose a specific double-time averaging approach 

for multiphase turbulent flows. From the liquid-solid inter-

•Presently at NSF, Washington, D.C. 
Contributed by the Fluids Engineering Division and presented at the Third 

International Symposium on Liquid-Solid Flows, Winter Annual Meetings, Chi
cago, Nov. 1988, of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Man

uscript received by the Fluids Engineering Division December 6, 1988. 

actions only the drag interaction for fine particles in the Stokes 
range and in dilute suspensions is considered in this paper. 
Even if the approach is developed for incompressible flow, its 
application for other multiphase flows is foreseen. 

(ii) To improve the one-equation turbulence model reported 
by Roco and Mahadevan (1986) by including the modulation 
of turbulence produced by particles as a function of turbulence 
size and density. A limiting case is analyzed here: the solid 
particles play only a passive role on turbulence, with negligible 
vortex shedding and cross-trajectory effects. 

(iii) To test the proposed model with other modes and ex
perimental data for various two-phase flows, without adopting 
any adjusting empirical coefficients. 

2 Double-Time Averaging Approach 
The continuum transport equations for multiphase flows 

can be obtained by assuming a continuum medium with av
eraged field quantities by using either time, local volume, local 
mass or spectral averaging (see Buyevich, 1971; Soo, 1967; 
Delhaye and Vernier, 1968; Hetsroni, 1982). The averaging 
for multiphase flow systems may be performed in various ways. 
Mass weighted averaging technique was applied by Elgobashi 
and Abou-Arab (1983) for turbulent incompressible and com
pressible flows. To express the spatial nonuniformities and 
interactions between the flow components Roco and Shook 
(1985) have developed a specific volume-time averaging tech
nique for turbulent multicomponent systems, in which the size 
of the averaging volume Ay is related to the turbulence scale. 
Since the Eulerian description of the flow is more convenient 
than the Lagrangian description and there are more compre
hensive mathematical schemes for such formulation, they 
transformed the volume-time averaging into a specific double-
time averaging. For any flow property/and any component 
K in the mixture, at a position r and time t, we have 
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/ *= 
AT 

,<fx>dt (1) 

where: 

AT is the time averaging interval corresponding to the tur
bulence production range (AT— e») 

t-At/2 

</K> = 
1 

pKAt 
{ l+AI/2 

t-At/2 
MKRdT (2a) 

is the intrinsic average o f /ove r At and flow component K 

S oo 

0R(T-t)-dT, 

is the Eulerian time scale for the most energetic eddies cor
responding to the Taylor's time scale. Note that At« AT, but 
much larger than the particle residence time at r 

C\ if the component K resides 
K(T,T)= \ at point r and time T (2b) 

(j) otherwise 

is the phase distribution function, and 

R(r-t) = 
u"(t)u"(t-T) 

(2c) 

is the auto-correlation coefficient of the velocity fluctuations 
of the most energetic eddies (in the turbulence transfer range). 

The time averaging over At corresponds to the spatial av
eraging over local volume Ay. The dimension of Ay is given 
by the turbulence mixing length, and of At by the ratio of the 
length scale of Av to the local mean velocity. By integrating 
over a flow component K, its interfaces with other flow com
ponents become boundary of integration, and the interaction 
terms are derived in a straightforward manner in the differ
ential formulation. We assume that the fluctuations in the 
production and transfer range are not correlated because they 
originate and operate in different zones of the turbulence spec
trum. According to (1) and (2a), any instantaneous property 
differs from the double-time averaged value by a turbulence 
fluctuation / with two components f'K and fK: 

fK=fK+f = fK=fk+fK (3) 

where: 

f'k =fK- </K> (4) 
is the temporal fluctuations in At, (this is equivalent to the 
spatial nonuniformities in the local averaging volume Ay), and 

fk=<fK)-fK (5) 
is the temporal fluctuation of (Jk) within AT. 

Since the averaging time interval At is the Eulerian time scale 
for the most energetic eddies, the temporal fluctuation fK 

corresponds to the turbulence transfer range. The temporal 
nonuniformities f'K reflect the turbulence fluctuations in the 
production range. 

By averaging with formula (1) the point instantaneous con
servation equations, one obtains the double-time averaged 
equations. This formulation is equivalent to the mass-time 
averaging or volume-time' averaging for incompressible mix
ture flow. The momentum and kinetic energy equations are 
given in Appendix A. 

In this paper we model the phase interaction by using spectral 
analysis and suggest a closure of a double-time averaged equa
tions for linear momentum and kinetic energy. The averaged 
equations are initially written with all their terms, and then 
simplified formulations for various flow conditions are sug
gested. 

3 Energy Spectrum and Solids-Eddy Interaction 
It is well accepted that turbulence is characterized by fluc

tuating motions defined by an energy spectrum (Tennekes and 
Lumely, 1972). Single time scale models, which usually are 
applied for the prediction of turbulent flows, seem simplistic 
because different turbulent interactions are associated with 
different parts of the energy spectrum (Hanjalic' et al., 1979). 
A typical energy spectrum can be divided into three regions. 
The first region is the production region of large eddies and 
low wave numbers. The third region is the dissipation region 
with small eddies and high wave numbers, in which the kinetic 
energy produced at the lower wave numbers is dissipated. The 
intermediate range of wave numbers represents the transfer 
range. If the velocity fluctuations in the production and trans
fer range are not correlated and the kinetic energy in the dis
sipation range is neglected, then the total kinetic energy k of 
turbulence may be divided into production range (kP) and 
transfer range (kT): 

k~kp + kT (6) 

where: 

, _ J . — (la) 

(lb) 

N o m e n c l a t u r e 

a 
b 

'C«5> C^ 
d 

ds 
D 

E(K) 

f 
\*K)M-K 

J<£ 
k 
I 

Ns 
K(T, T) 

p 
r 
r 

= 
= 
= 
= 
= 
= 

= 
= 
= 

= 
= 
= 
= 
= 

= 
= 
= 

amplitude ratio 
body force 
constants 
injector diameter 
particle diameter 
turbulent diffusion coefficient for 
solid phase 
energy spectrum 
flow property 
interaction vector of (M—K) flow 
components on the ATth component 
flux vector for a variable <j> 
kinetic energy of turbulence 
length scale 
Stokes number 
phase distribution function, equation 
(2b) 
pressure 
radius 
position vector 

R(r-t) 
Re r 

s 
t 

u,v 

V 
Xj, Xjy Xn 

y 
Z 
a 

AT, At 

Av 
e 

*SL< FRL 

= Eulerian cross correlation 
= Reynolds number based on the most 

energetic eddy size 
= density ratio 
= time 
= Eulerian and Lagrangian velocities, 

respectively 
= volume 
= Cartesian coordinates 
= distance from the wall 
= distance along the axis 
= concentration by volume 
= averaging time intervals corresponding 

to the turbulence production and 
transfer range, respectively 

= averaging volume 
= dissipation rate of turbulence kinetic 

energy 
= defined in equations (51) and (52) 
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u-, u" are the fluctuating velocities in the production and 
transfer range, respectively. 

This partitioning of the energy spectrum was shown to be 
important for swirling flows (Chen, 1986), and heterogeneous 
mixture flows such as two-phase jet (Al-Taweel and Landau, 
1977). 

By using spectral analysis in conjunction with double-time 
averaging some additional turbulent correlations will result in 
the mixture flow equations comparative to homogeneous flows. 
These correlations can be classified into five categories: 

(i) Eddy-eddy interaction 
(ii) Eddy-mean flow interaction 

(iii) Eddy-particle interaction 
(iv) Particle-mean flow interaction 
(v) Particle-particle interaction (for dense suspension 

flow). 

These correlations have to be modeled. Since the suspended 
particles may be of different sizes and different materials, their 
response to the carrier fluid fluctuations will vary as a function 
ofthe mean and fluctuating properties ofthe flow. The present 
work will consider a two-way interaction mechanism between 
solid particles and fluid vorticies in dilute suspensions. This 
interaction mechanism depends on the ratio between the par
ticle size ds and the turbulent vortex (eddy) size le. 

To determine the particle-eddy interaction the energy spec
trum for multiphase flow system is divided into three typical 
zones (Fig. 1): 

1. "Large vortex zone" (#1), where the turbulence energy 
is extracted from the mean flow by low frequency eddies. 
Here, the eddy length scale lel is larger than the particle 
sizeds: le\>ds>v (8«) 
where i? is the Kolmogorov's length scale 

2. "Medium vortex zone" (#2), where the solid particles are 
about the same size with the vortex size, i.e., 

Ie2~ds>r, (86) 

3. "Small vortex zone" (#3), which would correspond to 
the Kolmogorov's length scale, i.e., 

ds>L e3~V (8c) 

In zone #1 the solid particles generally follow the motion 
within a vortex, and have a dissipative effect. The particle 
response to the turbulent fluctuations (turbulence modulation) 
is fully determined (see Hinze, 1975). In the small vortex zone 
#3 the solid particles can not significantly affect the turbulence 
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Fig. 1 Schematic showing the relative particle size to different eddy 
sizes in the energy spectrum 

microstructure if the particles are small and vortex shedding 
is negligible. Achenbach (1974) found experimentally that the 
inferior limit for vortex shedding can be defined at particle 
Reynolds number equal to 400. This is much larger than the 
unity particle Reynolds number considered in our assumptions. 
For the intermediate zone #2 a linear variation of the particle 
response is considered. This partitioning allows for the par-
ticles-nonuniform size eddies interaction to be efficiently mod
eled. 

The present formulation originates from the idea of subgrid 
scale modeling and the characteristic of the energy spectrum. 
Accordingly, any flow quantity, u, v, a, k etc. may be 
separated into three parts (equation (3)), where/^ and/£ define 
the fluctuations in the production and transfer ranges of the 
energy spectrum, respectively. By starting from the particle 
equation of motion in its general form, the relation between 
the particle motion and different fluid eddies can be deter
mined, and from here the fluctuation components f'K and /£ 
(see Section 6). 

4 Composed Averaged Equations 
4.1 Mean Flow Governing Equations. The double-time 

averaged momentum equation (Appendix A, equation (A2), 
with A =/*+/*> yields: 

f>Kjf [aKuKi + ajcuk + « * " * + « ' "*/ + a " "AT/) 

Time Rate Change of Mean Flow Convection 

V 
K 

M 
P 

o, OLS 

T 
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axial 
denote Cartesian coordinates ( = 1 , 2,3) 

LS 
m 
P 
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T 
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L 

eddy Superscripts 
intrinsic average o f /over At and the flow 
component K 
turbulence kinetic energy 
flow component K 
phase K in production range 
phase K in transfer range 
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liquid or incompressible fluid 
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f 
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f" 
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= 
= 
= 
= 
= 
= 
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= 

= 
= 
= 

= 

= 
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liquid-solid 
modulus 
production range 
root mean square 
solid phase 
turbulent 
transfer range 
dissipation rate of turbulence kinetic 
energy 
average over area 

double-time average of / 
turbulence fluctuation o f / 
fluctuation o f / a t low wave number 
(in the turbulence production range) 
fluctuation o f / a t intermediate wave 
number (in the transfer range) 
production 
transfer 
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Mean Flow Convection 

a = a + a' +a" (10) 

+ PK^ ( CCKUxiUKj + aKUgjUgj) 

Inertial Effect — 

+ PK~bx ^a'KU'KiU'KJ + akukiUgJ) + uKJ(agugi + agugi) 

Collisional-Inertial Effects — 

+ uKi(ajcuicj + agugJ)+aK(ugiugJ + ugnigj) 

+ uKiagugj + UKJ agugi + agugiugj + akukMkj 

+ agu'Ki uKi + ag u'Ki uKj + agug-ug; + agug,ugj] 

= PKaKbKi 

Body Force 

a 
, (UKPK + <*kPk + agpg + <*kpg + agpg) 
ox. 

Pressure Effect — 

/ _ daK dag dag dag \ 

+ d~x- ^aKlKJi+'a*rT^'i+akTkzji 

Frictional Effect — 

(9) + ag rk^ji + oigrg £,-,) + (IKDM-K 

Phase Interaction 

where K is a flow component, bKi is the body acceleration in 
the fth direction, and (IKJ)M~K is the projection in the rth di
rection of the interaction vector (IK)M-K- Equation (9) contains 
correlations which are related to the production and transfer 
wave number ranges of the turbulence spectrum. 

4.2 The Kinetic Energy Equation. The exact form of the 
double-time averaged turbulent kinetic energy equation, with 
fK =fg +fg,is given in Appendix A (equation (A5)). This equa
tion contains more than one hundred correlations which are 
related to the eddies in the production and transfer ranges as 
well as some mixed correlations. Only some of these are pre
dominant in a given flow situation as a function of relative 
particle-vortex size and density ratio. 

4.3 Some Modeling Principles and Assumptions. Some 
simplifying modeling assumptions are adopted based on the 
physical interpretation and the nature of each term. First, 
previous experimental and theoretical findings can help in 
modeling "collectively" similar terms with minimum number 
of empirical constants. Second, carrying out an order of mag
nitude analysis for different correlations which appear in the 
governing equations some terms may be neglected. Third, the 
micromechanics which control the ability of the flow variables 
to correlate with each other and the factors affecting the mag
nitude of these correlations are considered. One can assume 
for the sake of simplicity that: 

(1) The correlations between the fluctuations in _the_ pro
duction range and transfer range (mixed correlations/'/") can 
be neglected as they originate differently and they are related 
to different ranges of the power spectrum. Similar assumptions 
are accepted in the classical single fluid turbulence theory. 

(2) The concentration fluctuations occur mainly at low fre
quencies i.e., 

with 

a'»a" (11) 

This is a simplifying assumption which is acceptable' for such 
complicated problems. If the particles are of small diameter 
their concentration is relatively uniform distributed in the Tay
lor length scale. High concentration fluctuations are mostly 
associated with large size and high density particulates. These 
large particles are mainly fluctuating at low frequencies due 
to their high inertia, henee they in turn correlate weakly at 
high frequencies. 

(3) The correlations of higher order than three, for instance 
, ,dp' , ,dp' 

a'u'-r- and u, u,-—-, 
aXj dXj 

are neglected. These are at least an 

order magnitude smaller than those of the third order (see 
Hanjalic' and Launder, 1972). 

(4) Pressure diffusion contribution to the total turbulent 
diffusion in the kinetic energy equation will be neglected be
cause of its relatively small magnitude (Hanjelic' and Launder, 
1972). 

(5) The Boussinesq gradient type approximation is adopted 
for modeling of different fluxes and triple correlations after 
adopting assumptions similar with Elghobashi and Abou-Arab 
(1983) and Roco and Mahadevan (1986). 

(6) The following constitutive relations are employed for 
the shear stress of carrier fluid: 

-pUjlij =HLP 

-pu- uj 

( diij du\ 

dXj dxJ 

T\dXj+ dxj~ 3 

1 2 du„ 

, , 2 du„ 

and 

where 

pu'jU'j = pu'i Uj + pu" U" , 

/ALP = C^pPikip lp, 

ULT = C^ipLkLT
,/2lT, and 

V-u = HLP + VLT= ClipLkL
W2lL 

(12) 

(13) 

(14) 

(15) 
(16) 
(17) 

Similar relations can be written for the viscosity of the dispersed 
phase ns, (Roco and Balakrishnan (1985)). However, in the 
present work we choose to define the eddy viscosity of solids 
as follows: 

where 

and 

vSt=vL,/o 

'• oLS/os 

vs,/Ds 

(18) 

(19) 

(20) 
(21) 

Appropriate expressions for the fluid-solid Schmidt number 
<jLS are cited in many articles such as Peskin (1971), Picart et 
al. (1986), and Hetsroni (1982). The Schmidt number for solid 
phase is assumed to take values about its average as = 1.5 (Pes
kin, 1971; Abou-Ellail and Abou-Arab, 1985). 

(7) In the present approach for dilute particulate flows the 
turbulence kinetic energy equation is written only for the carrier 
fluid. The solid phase turbulence kinetic energy and turbulence 
correlations are evaluated from it. 

(8) Terms which are of similar nature i.e., convection, dif
fusion, dissipation, etc. can be modeled collectively. The length, 
velocity- and time-scale which are appropriate for the descrip
tion of their rate of change are identified from the physical 
interpretation of these terms. 

(9) The response of solid particles to the eddying motion is 
obtained from the equation of motion of solid particles, as a 
function of local dimensionless parameter ds/le and PS/PL-
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5 Closure for the Mean Flow Equations 

With the first assumption (/"'/" =0 , f'g" = 0, f'f"g'=0, 
etc.) given in the previous section, the steady state mean flow 
momentum equation (9) for a flow component K remains with 
16 correlations, half of them in the production "large eddy" 
range of the spectrum. The turbulent stresses caused by the 
large and most energetic eddies, ~pLu[uj and -pLu"uf, are 
modeled using equations (12) and (13). The collisional effect 
correlations are modeled after Launder (1978). In the pro
duction range it reads 

<xkuiaukj= - C £ r— [ ukMk kfit'A 05-""I UKMKI Y~ uKjaK+uKjuKI — uKl 

£XP \ OX] OX/ 
(22) 

where C£5 is a constant of a value of about 0.1. The triple 
correlation in the transfer range aku^u'^j has a similar expres
sion, with a constant Cj5 . These fluxes can also be collectively 
modeled: 
ukukMkj + akukiUkj 

= - Ct>s~ \u'Kiu'Ki'—u'Kja'K+u'Kju
,
Kl'— «4o5J (23) 

The diffusion fluxes a'Ku'Ki and a^u'^ are modeled using 
Boussinesq approximation: 

—T-r "LP d<*K - aKuKi = -p- —— 

—i—f vLT daK 
-aKuKi = —-r-

o'LK dXi 

(24) 

(25) 

where the coefficients aLK are defined by equation (20) with 
S = K. 

According to the model assumptions concerning the con
centration fluctuation at high frequencies a" the fluxes in 
equations (24) and (25) can be modeled collectively as: 

-i-~r "LI
 d(x/c -a'Ku'Ki = — - (26) 

The fourth group of terms with the concentration-shear stress 
turbulent correlations contains the laminar viscosity as a mul
tiplier, and will be neglected due to its smaller order of mag
nitude. 

The pressure effect contribution to the mean flow equation 
consists of two groups. Each contains three terms. The first 
of these terms is the mean pressure-mean concentration prod
uct. The second and the third terms are the pressure-concen
tration correlations which can be modeled after Elghobashi 
and Abou-Arab (1983) by 

akPk + ukPk=ip\ + i>2 (27) 

where 

and 

V*, = - C,i,}PKkll2/6K-u'Kma'K 

i>i = C^4PKk^2/eK'u'Kma'K 

where, eK is the dissipation rate, and m denotes modulus of a 
vector. The constants C^3 and Q,4 are about unity. 

The second correlation in the second group of terms can be 
also modeled following Launder (1978). The final form is 

dak „dak A \ 
C0i •«*,<** 

, , , (U'KM'KI 2 \ - j — -

*2 \~~k~— ~ 3 / KfiK 

+ PK \0.%itKptK*^L-0.2itKfitK 
ton 
dXi 

T—r d"Ki\ (28) 

The constants C0) and C02 are 4.3 and - 3.2, respectively. The 
modeling of these correlations suffers from the embodied as
sumptions concerning the velocity and length scale description. 

The interaction term (fKj )M„KfoxK=L (liquid) and M—K=S 
(solid) is modeled for dilute suspensions, with relatively fine 
particles, which play a passive role on turbulence 

(4 , ) 5 =- (18 f e / r f | ) (uLi-usi)as 

/"LP +"LT r\d°iL 
J dXi 

(VLP vLT\d<xs 

\OOLS aals) d*i. 
(29) 

where the first term is the drag interaction for particles in the 
Stokes range. The second and third terms are the turbulent 
fluxes due to the relative motion between particles and fluid. 
The gradient transport model with the exchange coefficients 
vLP a n d vL T corresponding to the production and transfer ranges 
was adopted for these fluxes (a.'Lu'Lh a.[u[h artist and agus,). 
If only a velocity scale is chosen for the whole energy spectrum 
(kL)0S, there will be only one momentum exchange coefficient 
vLI in (29) instead of vLP and vLT. 

6 Closure For the Kinetic Energy Equation 
In the present work, the turbulence kinetic energy for the 

liquid phase "kL" (turbulence velocity scale) is obtained from 
an exact transport equation (equation (A5) in Appendix A), 
and the length scale " / " is described algebraically. 

The first group of terms in the ^-equation (Group #1) is the 
convection of the total specific kinetic energy, where 

dkL_ 

dXj' 
dkLP dkLT 

dXj dXj 
(30) 

The diffusion transport of kL is composed of two main parts. 
The first part (Group #2) is the velocity diffusion and it contains 
the 3rd order velocity correlations, while the second part (Group 
#3) is the pressure diffusion with the pressure-velocity corre
lations. The modeling of the velocity diffusion part in the 
production range is: 

vLp dkLP 
PLO-L u'Lju'Liu'Li= -pLaL- (31) 

'of dXj 

where of is the turbulent Prandtl-Schmidt number for the 
kinetic energy in the production range. A similar expression 
can be written for the transfer range (PL<XL uljuliuL) with o\. 
To reduce the number of empirical constants and the number 
of governing equations the above two correlations are modeled 
collectively 

- i—?—r - VLT dkL 

PLuLu'LjULiu'Li= -pLuL— —- (32) 
aK axj 

where ok is the order of unity. 
The pressure diffusion term is neglected compared with the 

velocity diffusion (Hanjalic' and Launder, 1972). 
Mixed and higher order correlations (Groups #3 and #5) can 

be neglected according to the modeling assumptions stated and 
discussed in Section 4.3 of the present paper. 

The production terms are divided into two groups. The first 
group (Group #6) is common for single and multiphase in
compressible flows, 

duLi - —, T d^Li - „ „ 
p L a L uLiuLj—— +pLaL uLiuLj 

aXj 
lectively as follows: 

dua 

dXj 

dXj 
and can be modeled col-

p L a L u'Liu'Lj -- °<Ll*L, \dXjJ 
(33) 

The physics of turbulence and the consideration of the spec
tral energy transfer assume that the production is only due to 
the interaction between the mean flow and the large eddy. 
Since the w/',w£, correlation is for medium size eddies which 
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have almost no direct interaction with the mean flow, it results 
that the contribution of these eddies to the turbulence pro
duction is small. This also means that «/,«£} correlation is weak 
if ijtj. Only the tu rbu len t n o r m a l stress componen t s 

2 

(«/' , ; = 1 , 2, 3) are significant. According to Hanjalic et al. 
(1979) multiple scale model the turbulent viscosity is 

txLl/pL = C„kL (kL P/eL P) ,(34) 

where kL = kLP + kLT and C^ = 0.09. This equation can be re
written as 

ML//>L 
(kip kLTkLP\ 

'"W £LP 

= C^pklphp + C„7*S;!lL7-= (tiLp + VLPVPL (35) 

where C^p and C^T are two additional constants and lP and lT 

are also two additional length scales for the large and medium 
size eddies. The length scales can be related (from equations 
(34) and (35)) 

^LT-C\lLp{kL r/kLP) (36) 

Since the ratio kLT/kLP is the order of unity and 1LP>ILT> the 
constant Cl should be smaller than unity. Thus if the multiple 
time scale model is not recommended (due to its large number 
of additional constants) an alternative approach is to consider 
a multiple velocity scale model . In this model only two dif
ferential equations for kLP and kLT have to be solved. The 
length scales can be obtained by using equation (36) and any 
expression for the length scale of the large eddies lLP, for 
example that used by Spalding (1977) (the linear law lLP~0A 
y + 0.0001) or Roco and Balakrishnan (1985) (equation 35 in 
that reference) for cylindrical pipes. 
The models for the additional production terms (Group #7) 

- «£" i / 

and both collectively as 

df>L 

dXj 

dPL 

dX; 

"LP 9aL dpL 

0LS dX/ dXj 

vLT 86cL dpL 

o[s dx, dXj 

dpL 
•(aiuLi + a'l u [,)—- = — 

dXj 

vLt daL dpL 

aLS dx, dxi 

(31a) 

(376) 

(37c) 

The terms like «£«£; 
duL 

dxi 

du, 
and a'lul, are modeled in a 

8X: 
similar manner 

dur , , , , „ „ x - -x., "L, duLidaL • (a!ul, + a! u[j) —— = — (38) 

*L /9pL . duL\ vLt daL . duL\ 

Xj \ dx, dXj / aLS axj dXj / 

The extra production terms (Group #7) can be written in the 
following form 

"u daLt 

aLS dxi 

™, - du£: du!, „ - duu du^ . „ 
The terms pLaLvL — and pLaLvL- — m Group #8 

0Xj dXj dXj dXj 

represents the dissipation rate from large eddies eLP and trans
fer eddies eLT, respectively. Since viscous dissipation is confined 
to small scale eddies and to simplify the mathematical form 
of the multiple time scale turbulence models , Hanjal ic ' et al. 
(1979) have assumed that there is an equilibrium spectrum 
energy transfer between the dissipation and transfer region, 
i.e., etota| = eL, where eL is the dissipation rate in the single scale 
scheme. Thus 

du'Lidu'Li 
PL&LVL -T— ~^7= ~ PL<xLeLP= otL/j.LT m" (40) 

eLP — CDPkLP/lLp 

A similar formulation to (40) is written for the corresponding 
transfer range term eLT. In equation (40) a spectral cascading 
between the production and transfer eddies is considered (Han
jalic' et al. (1979)). This equation gives an addit ional relation 
between the spectrum scales. 

The correlations between the fluctuating velocity component 
and the fluctuating friction forces (interaction terms in Groups 
#8 and #10) are due to fluid-fluid and fluid-solid drag force 
in dilute flows. The friction interaction terms due to molecular 
collisions (fluid-fluid interaction, Group #8) are given by equa
tions of type (40). The form of the correlation between the 
fluctuating drag force and the velocity fluctuations depends 
on the expression adopted for the drag force. The viscous drag 
correlation (VDC) in Group #10 for Stokes flow over particles 
in dilute suspensions is 

VDC = 
18M j 

a-{uLi-usd'Ai-
18ML (aS'A2 + A3) 

where 

A, = aM +agu? 

u'u (uL ~ uii) + u£i (ul , - u'ii) 

A3 = a s " L ( « L / - « s / ) + a s "a("U-"si) 

(41«) 

(416) 

(41c) 

(4ld) 

The first correlation group A! (416) can be approximated using 
the gradient type assumption. The second correlation in this 
expression (41c) is that due to the relative slip fluctuating 
motion u'Li(u'si- u'Li) and u'u(«£',- — ui{j). These correlations can 
be modeled using a similar approach to that of Elghobashi 
and Abou-Arab (1983) but with some modifications which 
allow for different particle-eddy interaction according to their 
relative size. These modifications are based on the spectral 
analysis carried out by Hinze (1975) and Xie (1987) for the 
response of the particles to the turbulent fluctuations of the 
carrier fluid. For very large eddies K« KS of the carrier fluid, 
the solution of the Basset-Boussinesq-Oseen equation with some 
simplifying assumptions is 

u£= (vi)K = (vi)a-exp[-i(KULt + 0)] (42) 

where: K is the fluid wave number ; KS is the Basset-Boussinesq-
Ossen wave number defined as l/ds; (vs)K and (v'L)K are the 
solid and liquid Lagrangian velocity components with the wave 
number K; a is the amplitude ratio of oscillation 

a = [ ( l + 9 i ) 2 + d l 0 J (43a) 

and /? is the phase angle of oscillation 

(3 = tan- '<71 / ( l + <72) (436) 

The expressions for qx and q2 are 

Qv 

Qi = 

(1+
 9Ns U-Lzf.^ 

V V 2 f a + 0 .5 ) / V + 0 - 5 / 

« (2Nl + m\(1+ _^L) 
+ 0.5)2V JjJ \ V ^ + o V (s 

9(1'S) fW+^1 ( , + 0.5)2V2^+2; 

where 

81 / „ , , , Ns\
2 / 9Afs V 

with the following dimensionless parameters : 

S = PS^PL 

\ULKdy KT\ KT J 

(44c) 

(446) 
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where KTIS the wavenumber of the most energetic eddies, Re r 

is Reynolds number based on lT, and Ns is Stokes number. 
For small eddies with wave numbers K»KS, the particle 

response can be described by a Langevin equation (Xie, 1987), 
and be approximated by 

«i = (fs)« = (wZ)«(^) - (45) 
PL 

Ps 

For the intermediate eddy size K = KS one can use (42) with 

flint = l/s> and (46a) 
ftm = tan- ' (5) (466) 

which matches asymptotically the solutions of large and small 
eddies K = KS. 

If the fluctuating slip velocity wf is defined as 

Wj'=u£i-uLi (47) 

2 2 

then the ratio of the mean square w/ and u'Li becomes 

w' Vul, = («s; -1u'Lfisj+ufi)/ufi (48) 

1.00 

0.75 -

JLi 0.50 -

0.25 

0.2 I 

Fig. 2 The effect of eddy-particle size ratio KSIKT on the particle re

sponse to the eddy fluctuations u'sflu[f 
with 

,2 ,2 
uhu'si = ^u'u(\ + usi /u£i - w( /u'u ) 

= \u'u d + T s L - r ^ ) (49) 

The values of TSL and YRL can be obtained using the solution 
of equations (42), (45), and (46): 

rS/. = Ms/«/.,• = J0 a2EL(K)dK + 

L(i)6s~2E^K)dK]/iE^dK 
+ -

or 

where 

rs,= 
Ih 

h = 

ir(h + l) 

A 1 

tan 1(KS/KJ) 

(50) 

(51) 

KjUl (s + 0.5) 

(s + 0.5)d2
s 

{KS/KTy/ReT, 

and 
— — r CKS 

TKL = vf,'2/u,'2 = y ] 0 ( a - \?EL{K)dK 

+ \Ks((^\iS~l-l^EL{K)dK /\QEL(K)dK (52) 

where ax = (/? +./2)0'5, and £ L M is the liquid energy spectrum 
function, for which the following form is adopted 

EL(K)=-
lu'u 1 

IT KT 1 + (K/KJ) 
(53) 

Figure 2 illustrates the effect of eddy to particle size ratio 
2 2 

expressed as Ks/Kr on the ratio TSL = Ms; /"£; > as a function of 
the density ratio S = ps/pL. It can be noticed that at high values 
of KS/KT (i.e, small particle or large eddy) the particles follows 
quite well the eddying motion. 

Substituting the expressions for TSL and TRL (equations (50) 
and (52)) into equation (49), the correlation A2 can be obtained. 
The above analysis applies equally well to the large eddies as 
to small eddies. The energy spectrum function EL(K) for a two-
phase flow is given by Al-Taweel and Landau (1977). However, 
since its form is not that important (Xie (1987)), it is sufficient 

to adopt any simple form as that given by equation (53). It is 
also clear from the above analysis that the particle response 
to the carrier fluid fluctuations is function of the density ratio 
Ps/Pu s l z e °f interacting eddy relative to particle size KS/K and 
Reynolds number based on the size of the most energetic eddies 
of the flow. An analogous expression for At can be obtained 
starting from the Chao's solution (see Chao, 1964). This so
lution can be considered as a substitution of Xie's solution 
only for K«KS, i.e., for fine particles. 

The last term to be modeled in the VCD group, A3, is sep
arated into four correlations: 

A3 = - —gr (<*s uiuii + ag u'liU'u - as u'Liusi - ag u^ug) 

Tl Tl Ti T4 

(54) 

where the triple correlations 73 and TA are modeled in a similar 
manner to that used for the calculation of T\ and 72 with 
equations type (22). Therefore 

71 = asuhul^ -C^5(kLP/eLP) (luliUi,^^^ 

Tl = aguZtUl^ -Cl5(kLT/eLT) (luliUl, -j^)T, 

To r<r ,, / \ (—!—T dusi°<s , —r—r duu<*s\ , 
Ti = -^(MtflWsi dx +USMLI dx j , and 

T r-T ,, / \ (-Z-T duSi<*S , -TT^T dM/;»A i^\ 
r4 = - C^(kLT/eLT) [u^ug, dx + ugiu[, ^ ) (55) 

These correlations can also be collectively modeled using 
single velocity and length-scale, and total kL and eL. The first 
two terms yield: 

m ™ „ Ik, —.—r- duLjOis 
T\ + Tl=-Cv—u'Liu

lLi-tr tL dx. 
(56a) 

73 + 74= _Q 5 — ( ^ , < — + « s X , ^ - J (566) 

where Q,5 takes the same value (0.1) as that used for momen
tum equation in (23). 

The terms in Group #9 of equation (A5) are of diffusive 
and dissipative nature. The diffusion terms as they appeared 

Journal of Fluids Engineering SEPTEMBER 1990, Vol. 112 / 357 

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



in Group #9 are multiplied by the molecular viscosity and 
therefore will be neglected. Other higher order correlations 
and mixed correlations in this group are also neglected ac
cording to the modeling principles stated previously in Section 
4.3. 

By substituting all previously modeled terms into the exact 
form of the turbulence kinetic energy equation (A5), and rear
ranging these terms, the steady-state turbulence kinetic energy 
equation (K=L) is: 

. . dkL 3 / . iiuSkL\ /duL\2 

Convection Diffusion Production 

daL/dPL | ^ duL\ | vLI daL ( duL\ 

dxx \dXi Lj dXj) aaS dXj\ 'dxj/ 

Extra Production 

-PL<*L£L + -
18A*. 

' ( 
(«£,— "s>) 

"LI d<*L 

<TaS dXj 

Dissipation Extra Dissipation 

- 0.5as*i(l + T s i - r^L) - (71 + 7 2 - 73 - T4)) (57) 

where TSL, VRL, 71 , 77, 73, and 74 were given in equations 
(50), (52), and (56). 

The present model is based on an the exact turbulence kinetic 
energy equation, and the modeled form of this equation has 
no adjusting coefficients. The only modeling assumption is 
that of the Boussinesq gradient type, which generally is ac
cepted. The correlations that requires questionable semi-em
pirical modeling assumptions and introduction of empirical 
constant are only for the triple correlations of type aiU'uu'Lj 

and a'Lu's;u'Lj, which have an order of magnitude smaller (by 
ratio a ' / a ) compared to other main terms in the /^-equation. 
A new correlation is used in the present closure for the relative 
motion between phases (equation (29)). This is modeled with 
less restrictions and taking into consideration the effect of the 
particle diameter-eddy size ratio on the particle response to 
the eddying motion. The main limitation of the present one-
equation k model closure is the algebraic formulation for the 
length scale. Since there are many factors affecting this length 
scale and since it is even difficult in many practical applications 
to give a unique and accurate description of the length scale, 
the use of a transport equation for the length scale in the two-
equation model of Elghobashi and Abou-Arab (1983) is ex
pected to give better results with fine particles (ds<ri). How
ever, it should be noticed that the former model and any other 
similar models contain some empirical constants specific for 
various flow conditions, and they require the solution for an 
additional transport equation. It can be expected that the pres
ent model combined with an appropriate length scale equation 
e.g., dissipation rate equation will simulate better most of the 
important features of multiphase turbulent flows, particularly 
the fluid particle interaction. 

7 Sample of Results 
Figures 3 to 6 compare the present predictions with LDV-

measurements for single and two-phase turbulent pipe flow of 
Maeda et al. (1980) and turbulent round water jet laden with 
uniform-size solid particles of Parthasarathy and Faeth (1987). 
Both flows are oriented vertically downward. These flows are 
axisymmetrical. The concentration profiles are given as input 
data based on experimental results. 

In these flow situations the average eddy size le was from 
about one ds to few hundreds ds as a function of position. The 
corresponding representative eddy size in the transfer range 
was only a fraction of particle diameter in the pipe flow case. 

0.5 

GLASS BEADS- AIR 

Experimental 

A 

& 
d s = 

Single Phase 
Two Phase 

0.136 mm 

0.0 0.5 1.0 

( R - r ) / R 
Fig. 3 Computed and measured (Maeda et al., 1980) mean velocity 
distribution of air in air-glass beads mixture pipe flow (ds = 0.136 mm, 
«s,a. = 1-4 10-" vol): (a) Single phase (present /(-model with the length 
scale after (Roco and Balakrishnan, 1985)), (b) k-t model (Elghobashi 
and Abou-Arab, 1983), (c) /(-model (Roco and Mahadevan, 1986), (d) k-
model after (Elghobashi and Abou-Arab, 1983)), e, present /(-model with 
the mixing length after (Roco and Balakrishnan, 1985), e3. Present k-
model with mixing length calculated with a transport equation (Abou-
Arab and Roco, 1989). 

Fig. 4 Computed and measured (Maeda et al., 1980) radial distribution 
of the turbulence intensity of air in air-glass beads mixture pipe flow (b) 
k-c model (Elghobashi and Abou-Arab, 1983), (c) /(-model (Roco and Ma
hadevan, 1986), (d) /(-model after (Elghobashi and Abou-Arab, 1983), e, 
present /(-model with mixing length after (Roco and Balakrishnan, 1985), 
e2. Present /(-model with mixing length after Spalding (1977), e3. Present 
/(•model with mixing length calculated with a transport equation (Abou-
Arab and Roco, 1989). 

These scales are field variables, and they depend upon the flow 
configuration, location in the flow domain and particle di
mensions. 

Two-phase flow solutions were obtained by solving the flow 
governing equations in their modeled form which are described 
in the previous sections. The empirical constants are the same 
as those used in single fluid flow modeling: C^ i = 4.3, Q,2 = 3.2, 
C03 = 1, Q 4 = 1, C^ = 0.1, and CM = 0.09. They are applied in 
both test cases presented in this section. The numerical pro
cedure used for these predictions is based on a developed ver
sion of the Genmix-Code of Spalding. The CPU Time for the 
two considered flow cases was about 4 minutes on a VAX 760 
Mini-Computer and 2 minutes on IBM 3084. 

Case I: Gas Solid Vertical Pipe Flow. Figures 3 and 4 
show comparisons between the experimental data of Maeda 
et al. (1980) and the present predictions using four models of 
turbulence: k — e model of Elghobashi and Abou-Arab (1983) 
(curves b)\ one-equation £-model of Roco and Mahadevan 
(1986) (curves c); A>equation as given in the k-e model of 
Elghobashi and Abou-Arab (1983) (curves d); and the present 
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Fig. 5 Computed and experimental (Parthasarathy and Faeth, 1987) 
mean liquid velocity distribution in water-glass beads mixture jet flow 
at z/d=A0 (ds = 0.5 mm, <is,,» = 2.4 10~2 vol). 

one-equation A>model (curve a for air flow, curves e for two-
phase flow with different mixing length formulations). In the 
present computation, the concentration profiles are assumed 
based on experimental data. When direct measurements are 
not available, the inlet concentration distribution is taken to 
be the best curve fit after the experimental data of Soo (1967). 
The near wall treatment is based on a modified form for the 
law of wall (see Abou-Ellail and Abou-Arab (1984), Lee and 
Chung (1987)) and the particle slip condition at the pipe wall. 
Figure 3 displays the mean axial velocity distributions nor
malized by the axial velocity in the fully developed zone of the 
pipe flow. The experimental data show an increase of uL when 
the solid particles are present. All considered models (curves 
a-e) exhibit the same tendency. The differences between the 
predictions of the one-equation turbulence models are partially 
caused by the mixing length formulation, which was not op
timized or adjusted. Our model with the mixing length as used 
by Roco and Balakrishnan (1985) (curve e, in Fig. 3) leads to 
a flatter mean velocity profile because the fluctuations are 
overpredicted in the core of the flow (see curve ex in Fig. 4). 
If the mixing length is computed with a transport equation 
(2), our mean and fluctuation velocity predictions are the clos
est to the experimental data (see curves e3). Figure 4 compares 
the calculated relative turbulence intensity uLrms/uLfix with the 

measurements. Here u 'L<rms = ( u')°-s = (2/3kL)0-5 de
notes the root-mean-square of the fluid velocity fluctuation. 
The differences between the present fc-model predictions with 
three turbulence length scale formulations are evident: the 
curve ex is for the algebraic length scale used by Roco and 
Balakrishnan (1985), the curve e2 is for the algebraic length 
scale used by Spalding (1977) ( = 0.4 7 + 0.0001, where y is the 
distance from the wall), and the curve e3 is for the length scale 
computed from a transport equation. 

If similar length scale formulations are used, the present k-
model predicts slightly better the mean and fluctuating veloc
ities as compared with the turbulence models of Elghobashi 
(1983, 1987). The improvement relative to other one-equation 
turbulence models is more pronounced in the near the wall 
region where the turbulence intensity and its modulation is 
more significant. In our model no coefficient was adjusted. 
The same coefficients were applied as those already used for 
single fluid flow in reference publications. The differences 
between our and previous predictions are caused by the mod
eling of turbulence modulation by particles. 

Case II: Turbulent Round Water Jet Laden With Uniform-
Size Solid Particles. Comparison between experimental data 
and numerical predictions of different turbulence closures are 
given in Figs. 5 and 6. The two-phase flow measurements on 
velocity, concentration and turbulence correlations used for 
comparisons are taken from Parthasarathy and Faeth (1987). 
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Fig. 6 Computed and experimental (Parthasarathy and Faeth, 1987) 
radial distribution of the turbulence intensity of water in water-solid jet 
flow at 2/d=40 

Different axial locations within the round jet, between eight 
and forty jet diameters from the injection nozzle are consid
ered. The radial distribution of solid concentration given in 
Fig. 7 are at eight diameters from the nozzle. The comparison 
shows that the two-equation two-phase k-e model of Elgho
bashi and Abou-Arab (1983) describes both flows better than 
the one-equation double-time averaged turbulence model. 
However, if a similar turbulence length scale formulation is 
applied, the predictions are better with the present model even 
if the closure is without adjusting any empirical coefficients. 
At the same time, the present closure is in its early stages and 
more refinements are required in modeling the turbulence mod
ification, by relaxing some assumptions. 

The differences between the predictions of the mean and 
fluctuating flow velocity components (A«/„„s and AuL, re
spectively) as obtained by the present ^-formulation and that 
of Elghobashi (1987) are functions of the particle size relative 
to its surrounding eddies. Figure 8 illustrates these differences 
for the vertical pipe flow ("Case 1"), at two different loading 
ratios, at a radial distance (R - r) /R equal 0.1. The predictions 
with the ^-formulation of Elghobashi and Abou-Arab (1983), 
denoted u'Lrms and uL in Fig. 8, are used as reference data. It 
is obvious that the discrepancies between our predictions with 
the new turbulence modulation terms and that from the pre
vious work are more important if the particle size and load 
ratio increase. 

8 Concluding Remarks 
The turbulence closure presented in this paper for dilute 

suspension flow is based on the fluid turbulence kinetic energy 
equation. The main features of this model are: 

(1) Two velocity scales are adopted in computation for large 
and medium size eddies, corresponding to the turbulence pro
duction and transfer range, respectively. They are introduced 
into the governing equations by a specific double-time aver
aging. On this basis the spatial and temporal transfer rates of 
the thermodynamic quantities and the particle-eddy interaction 
are better estimated. 

(2) To keep the number of transport equations of the tur
bulence closure and the number of empirical constants as min
imum as possible, the length scales /Pand /7-are described using 
algebraic expressions. Relations between these scales (equa
tions (36) and (40)) are suggested. 

(3) Spectral analysis of the interaction mechanism between 
particles and most energetic eddies provide analytical corre
lations for closure. The particle response and the modulation 
of turbulent eddying motion is given as a function of the 
particle-fluid density and size ratios. The limiting case in which 
the particles play only a passive role on turbulence was analyzed 
in this paper. 
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Fig. 7 Radial distribution of solid phase concentration in water-solid 
jet flow, after [23] 
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Fig. 8 Differences between the present fc-formulation and that of El-
ghobashi and Abou-Arab, 1983 for different mass loading ratios L.R.: (a) 
fluctuating and (b) mean axial velocity 

(4) The model does not introduce additional empirical con
stants to the closure of the velocity scale equation. 
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A P P E N D I X A 

Double-Time Averaged Conservation Equations 

By averaging over each flow component (K= 1, 2, . . , TV) 
the conservation equations of mass and momentum one obtains 
a new system of equations for the mean velocity, concentration 
and kinetic energy of turbulence. The point instantaneous con
servation equation can be written for any flow component (K) 
or for the entire mixture in the following general form 

-W)+v . (pW+v-J r ^=o (Al) 

where p is density, u is the velocity vector, \p is the transported 
quantity, J^ is the flux vector for \j/, and S^ is the source term. 

Let assume 41 = uKi. By splitting each flow property into mean 
and fluctuating components (uKi + u'kj) and double-time aver
aging the equation (Al), it results the following momentum 
equations for a phase (K) of constant density, without mass 
exchange with other flow components (Roco and Shook, 1985): 

PKj-t(otKuKj+aKuKi) + pK-r-(oiKuKiuKj) 

Time Rate Mean Flow Convection 

- . i - , - - , , . - daK , da'K 
= PK<*KbKi- h - ( O I K P K + O-KPK) + PITT- +PKT-

(pXj oXj dXj 

Body Force 

d 
+ ^ [ < W , . + 

Friction 

Effect 

Pressure Effect 

a'aT'icZji ~ PKa'K(MKiuKjy 

Collision Effect 

- PK^K'U'KM'KJ] + UKI)M-K 

Inertial 

Effect 

Interactions 

with (M-K) 

(A2) 

where K denotes a phase (or generally a flow component); 
y^ is the double-time average of /over K\ i,j= 1, 2, 3 are the 
Cartesian coordinates; bKi is the component of the body force 
in the rth direction; and (I/CDM-K^ projection of the interaction 
vector (JK)M-K m the /th direction. 

The interaction term as it stands for solid-liquid drag is 

n \ IT \ r. nc ^DS 'uLy~ uSy' (uLy~ uSy) /A- , - , 

ds (1 - <*s) ' 

This term takes the following form for particle Reynolds num
bers less than unity (Re based on particle diameter and slip 
velocity) flow. 

Vsih = ~ (ILi)s = as(l8^L/4) (uu-us,) (A4) 

The transverse effects caused by the presence of other solid 
particles, particle slip-spin (type Saffman force) and wall are 
neglected. 

Equation (A2) contains terms due to the unsteady flow, mean 
flow convection,' diffusion, pressure, body force, as well as 
frictional inertial and collisional effects. The mean form of 
the turbulence kinetic energy governing equation is obtained 
by subtracting from the steady state instantaneous momentum 
equation for a component K=L the corresponding mean flow 
equation, and then multiplying the resulting difference equa

tion by (ula+u^i). By double-time averaging one obtains the 
kinetic energy equation for a flow component K=L 

PK^KUK, 
(dulq/2 + buh /2\ + ^_ 
V dXj dXj J dXj lPK«K(."hUKi"ki 

Group # 1 (Convection) Group #2 (Velocity Diffusion) 

+ u'kjUkMh + WKjU'KMh + UKjUKMki + U'KjUkiU'Ki 
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Group #3 (Higher Order Correlations) 
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+ aK\PK'^ + P K ^ + P K ^ + K 3x, 
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+ P , « ^ — — + p ^ ^ — — 

Group #8 (Dissipation) 
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he Plane PoiseuiUe Flow of a 
Particle-Fluid Mixture 
The "laminar" shear flow of a particle-fluid mixture is studied using the two-fluid 
model, which is based on equations of conservation of mass and momentum for 
each material. The equations are applied to plane parallel flow, where the equations 
or mixture axial momentum and an equation for the concentration across the channel 
are derived. An asymptotic solution to the equations is derived which shows that 
the particles move to the center of the channel, forming a core which does not shear. 
The core is surrounded by clear fluid layers where all the shear occurs. 

Introduction 
The shear flow of a particle-fluid mixture occurs in many 

natural and technological situations. Sediment flowing in water 
is an important geological process. Pneumatic transport carries 
reactants in chemical plants. Slurries of coal suspended in water 
are pumped into combustors in power plants. The behavior 
of these mixtures is difficult to predict. The equations gov
erning their behavior are not satisfactorily known. 

We shall study the predictions of a set of equations for the 
flow of a particle-fluid mixture in plane parallel flow with 
stationary walls, where the flow is driven by a pressure gra
dient. In single phase flow, this is called plane PoiseuiUe flow, 
and we therefore use this terminology for it here also. The 
predictions of the flow depend on the constitutive assumptions 
specifying the interactions of the particles with the fluid (the 
interfacial force density) and the interaction of the materials 
of each phase with itself (the stresses). Note that even though 
the average motion is "laminar" in the sense that on average, 
layers of the particle-fluid mixture slide over one another; on 
a microscopic level, the motion cannot be laminar, since the 
particles cannot shear. This complicates the flow by intro
ducing effects that are microscopically nonlocal, such as stress 
being transmitted by the particles. 

We are particularly interested in the mechanisms that de
termine the distribution of the phases in the cross-channel 
direction. These forces are quite small, but are important be
cause they are crucial in many applications of these equations, 
including erosion and heat transfer. 

The Model 
The equations of motion for the flow of a particle-laden 

fluid mixture with both phasic densities constant are [1]: 
da 
— + V a v p = 0 
at 

9(1 -a) 
dt 

+ V-(l-a)\f=Q 

(1) 

(2) 

a P p V ^ + V V V p ) = ~aVpP+ (PPi-Pp)Va + Mp 
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(1 

+ V • («Tp) - ( V a) • Tpi + V • («Tp
Re) - <xppg (3) 

" a ^ / V a / + V / " V V / ) = ~(-1~a^VPf~ {Pfi-Pf)Va-Mp 

+ V -[(I -a)r f] + ( V a ) . T / / + V • [(1 - a)ife] - (1 - a)Pjg 

(4) 

where a is the volume fraction of particles, pp is the particle 
density, pf is the fluid density, \p is the particle velocity, \f is 
the fluid velocity, pp is the particle pressure, ppi is the pressure 
at the particle interface, pj is the fluid pressure, pfi is the fluid 
pressure at the interface, Mp is the interfacial force density, g 
is the acceleration due to gravity, r^is the particle shear stress, 
Tpi is the particle shear stress at the interface, iy is the fluid 
shear stress, rfi is the fluid shear stress at the interface, TP° is 
the particle Reynolds shear stress, and T/e is the fluid Reynolds 
shear stress. 

These equations (l)-(4) govern the evolution of the averaged 
velocity, pressure, and concentration fields. They must be sup
plemented by equations specifying the way in which the ma
terials interact, with themselves and with each other, in terms 
of the averaged fields. This specification replaces the micro
scopic details lost in the averaging process. It is this process 
of formulating constitutive equations that is crucial to ob
taining a system of equations that are capable of describing 
an adequate set of phenomena involved in multiphase flow. 
Unfortunately, it is not universally agreed upon how to go 
about this formulation. One school of thought is that consti
tutive equations should be derived from applying the averaging 
process to solutions of the microscopic equations. It seems 
clear that very few solutions to the equations of motion exist, 
and even then in very restricted (or approximate) situations. 
(For example, the solution for the in viscid flow around two 
spheres is given in terms of a series of functions that are singular 
inside the spheres.) It seems unlikely that this procedure can 
give constitutive equations for general situations that are to 
be believed "beyond a shadow of doubt." 

The second school of thought regarding the formulation of 
constitutive equations is that one should postulate forms for 
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the interactions, solve the equations for a relatively simple 
situation, do the corresponding experiment, and measure the 
coefficient(s). There are pitfalls in each stage of this procedure. 
If the postulated forms are inadequate, or the solution is in
correct (it is often based on assumptions about the forms taken 
on by the fields), or the experiment is inadequate, then the 
procedure fails. It is also not always obvious that the procedure 
has failed. Then the coefficient so "measured," of the pos
tulated "effect" becomes a part of the technology, and the 
true mechanism and its correct model could remain undiscov
ered for a long period. 

We suggest here an approach that combines the best of these 
two approaches. Specifically, we shall include in our consti
tutive equations terms that have been calculated from micro
scopic considerations (usually single-sphere results). These 
terms can come from both the irrotational flow of an inviscid 
fluid around a sphere, and from Stokes flow around a sphere. 
Both flows yield similar forms for certain terms, but with 
different coefficients. Of course, the inviscid calculation pro
duces no drag terms, and no averaged viscous stress terms. 
Thus, our philosophy in this paper is to assume a form for a 
constitutive equation that is suggested by a microscopic cal
culation, but to assume that the coefficient is a parameter. We 
shall study the effect of the values of the parameters in the 
special case of plane Poiseuille flow. We do not know if the 
set of constitutive equations taken is adequate to describe all 
the physics of shear flows, however, we see within the con
stitutive equations taken that certain parameter values do not 
describe the phenomena observed in plane Poiseuille flows. 

For the interfacial force density, we take 

Md=aS(\f-vp) 

+ aPjCvi + Vf -Vv V '/-
dvp 

dt 
- v „ - W „ 

+ apfL (yp - \f) X ( V X xf) + FF (5) 

where S is the drag coefficient, Cvm is the virtual mass coef
ficient, L is the lift coefficient, ~FF is the Faxen force. 

The combination of virtual mass and lift is that derived by 
Drew and Lahey [2], This force is calculated by considering 
the force on a single sphere accelerating relative to an inviscid 
fluid which is undergoing a pure shear plus a rotation. For 

small rotation rates, this results in Cvm = - and L = -. This 

force is objective only if L = Cvm. For our present purposes,we 
shall assume that the virtual mass-lift combination is objective, 
hence L = Cvm, but we shall not assign a specific value for L 
at this point. We also note that the lift force has been calculated 
for the case of slow viscous flow by Rubinow and Keller [3]. 
Somewhat surprisingly, the value for L that they obtain is 

1 
L = -. 

2 
The Faxen force is usually neglected. Since we wish to treat 

viscous effects and the Faxen force is comparable to the viscous 
forces in the fluid phase, we retain this term here. We assume 
(Happel and Brenner [4]) 

FF= kanV\. (6) 

where /* is the viscosity of the fluid. 
The assumptions made about the pressures are known to 

have profound consequences for wave propagation in bubbly 
flows. We wish to do something here which is consistent with 
the other assumptions made about other terms such as virtual 
mass and lift. Therefore, we assume 

Pp=PPi=Pfi=Pf- £p/l Y/— yp I
2 (7) 

Stuhmiller [5] has calculated the average interfacial pressure 
for inviscid flow. His calculation results in the form given in 
(7) and the value of the parameter £ that he calculates is £ = 

- . Givler [6] calculates the average pressure for highly viscous 

9 
flow and obtains the same form with a value of £ = . H e 

32 
suggests that negative values of £ give rise to diffusive effects, 
while positive values have the opposite trend. The basis for 
this claim is that in the momentum equation for the particle 
phase, the term (ppi-pp)Va in the particle momentum equa
tion (3), with the particle pressure and the interfacial average 
particle pressures as given in equation (7) give a force on the 
particles in the direction of sgn (£) Va. If £>0 , then this force 
tends to push particles toward higher concentrations of par
ticles, and hence is "anti-diffusive." Other terms can have a 
similar interpretation, and the ultimate force depends on sev
eral parameters. 

We next discuss models for the stress terms. If the particles 
are small and rigid, they are essentially stress transmitters on 
the microscale. Thus, we assume that the particle stress and 
the interfacial stresses are the same. That is, 

Tp = Tpi=Tfi. (8) 

The stress which the particles are transmitting corresponds to 
the extra needed to make the mixture more viscous. To account 
for this effect, we take 

V = j8(a)T/. (9) 

For the viscous stress, we take Ishii's [1] form, which is derived 
from averaging the microscopic viscous stress tensor. We have 

V=fi W / +(W / )
7 1 

1 
Va(v / -v p ) + (v /-Vp)Va (10) 

Reynolds stresses appear in the equations of motion. The 
flows that we study are not "turbulent," in the classical mean
ing of the word; however, there are velocity fluctuations from 
the mean flow caused by the kinematical effects due to the 
relative motions of the different phases These velocity fluc
tuations can transport momentum. Forms for the Reynolds 
stresses are not considered standard in the two-phase flow 
literature, even though they are responsible for diffusive effects 
in the momentum balance. We take a simple form of a model 
proposed by Drew and Lahey [7] which has coefficients which 
can be calculated by integrating the tensor product of the 
velocity fluctuation with itself determined from inviscid flow 
around a single sphere [8], Since the calculation involves a 
single sphere, the results are valid only to 0(a) and higher 
order terms have been neglected. This gives 

rfe = aPjbn I \ f -y p \ 2 l + apjbj2(\f-vp)(yf-vp) (1 la) 

and 

r f = ppbpl I yf- \P\2I + ppbp2(\f- yp)(yf- vp). (lib) 

The coefficients calculated for inviscid flow are b 'A 20 
1 

and bj2 = - —. No values for bpl and bp2 have been calculated. 

We include equation (lib) because it gives rise to terms that 
are diffusive in the same sense as discussed after equation (7). 
This model can be viewed as resulting from assuming that the 
particles follow closely the motions of the fluid. 

Plane Poisueille Flow 
We assume a laminar symmetric flow of neutrally buoyant 

spherical particles suspended in an incompressible Navier-
Stokes fluid in a channel of width 2h. If the particles are 
neutrally buoyant, the gravitational force merely allows the 
use of the dynamic pressure to account for the gravitational 
forces. The no slip condition on the fluid gives vf = Oaty = 
± h, and the condition of impenetrability of the wall to particles 
gives n'Yp = 0 at y = ±h. We also impose conditions that 
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the total flow is given, and the concentration of particles in 
the incoming mixture is known. 7!^(I+B 

•\_fdy = 2hV0 

•ypdy = 2hUa 

ha(y)dy = 2h<a> 

(12a) 

(126) 

(12c) 

1 + (£) i_ 
•q/a 

1 1 
l+-q/a {\+-q/ay_ 

where a is the sphere radius, r/ is the sphere separation, which, 
for a simple cubic packing, is given by 

rj/a = 2 

We wish to study the plane Poiseuille flow of a particle-
fluid mixture. For plane parallel flow,'let 

vp=U(y)i (13a) 

V/= V(y)i (136) 

a = a(y). (13c) 

Then the continuity equations are satisfied automatically, and 
the momentum equations yield 

l - ( « / « m ) ' 
(«/«J1/3 

where am is the experimentally determined maximum packing 
of spheres. 

The relative motion between the particles and the fluid can 
be obtained from either of the remaining momentum equations 
in the x-direction. If we divide equation (13) by aS, we have 

« - K: ic + ^ y ^ + k)^)- (21) 

0 = 
dPf d 

dx dy 

dV , d1V 

^+ak,Xtf 

(1 
dpf 

-a)fI+aS(U-
dx v)+,-a a) 

dV 

dy 

, d1V da dV 
- akfi — j + — Pii — 

dy2 dy dy 

0 = - « ^ +2aHpj(U-V)j (£/- V) 

+ apfL(U-V) 
dV _ d_ 

dy dy 
aPpbpl(U-V)2 

(14) 

(15) 

(16) 

The momentum equations in the ̂ -direction are instrumental 
in determining the distribution of particles across the channel. 
These equations involve the transverse pressure gradient dP/ 
dy. The transverse pressure gradient can be eliminated from 
equation (15) and equation (16) by subtracting a / ( l -a) times 
equation (16) from equation (15). This gives 

0 = ( f + bpl - bn - ^ 2aPj(U- V) 
d(U-V) 

dy 

dV 
PfL(U-V) 

1 - a J dy 

0 = - ( l -^P^-< 
(-i + bn) 1 

+ b„ 
da 

Mu-vrTy 
(22) 

We can further eliminate (U— V) by using equation (21). This 
gives 

dV 
+ apfL(V-U) — dy 

aPjbn(U-V)\ (17) o = « ( j + ̂ 1-6 / lT^)|^W + * ) dV 

dy 

Differentiating (9) or (10) with respect to x, and using (6) gives 

dxdy 
= 0 

a T dV 
1 - a dy 

1 
A P 4 . 

_Ax 

( - f + *yi) -+b, 

7^f 
dy dy_ 

\-a 

da 

>i 

dy 
(23) 

pf=f(x)+P(y). 

Differentiating (7) or (8) with respect to x gives 

/ ' ( x ) = 0 . 

Therefore 

An 
(18) 

Equations (19) and (23) govern the fluid velocity profile and 
the concentration of particles in the channel. For these equa
tions, the appropriate boundary conditions are 

V(h)=Q (24a) 

\_hV{y)dy = 2hV0 (246) 

where Ap is the imposed pressure drop on the channel and Ax 
is its length. If we add (14) and (15), we have 

Ap 

Ax 
d_ 

dy 

, dV „ dV 
(1 -a)ii— + aPix — 

dy dy _ 
(19) 

Equation (19) should reduce to the Einstein [9] formula for 
effective viscosity in the appropriate limit, specifically, for low 
concentrations of spheres that are not subject to any forces. 
Note that the spheres are rigid, so that they do not contribute 
to the mean shear rate. Thus, the average shear rate is (1 - a)dV/ 
dy. Then @ = 5/2 gives the Einstein formula for effective 
viscosity when the right hand side of equation (19) is expanded 
for small a. A form which agrees with Einstein's for small a 
and with that of Frankel and Acrivos [10] for large concen
trations is given by Graham [11] as 

\ ha(y)dy = 2h<a>. 

Let us nondimensionalize the problem by 

w=V(y)/V(0) 

The equations become 
dw 

[l + ( 0 - ! ) « ] — = -W 

O = 2a(t + bpi-b^)^(0 + /c)^ + LD-[^ 

(-i + bfl)-r£L-+bl 
J 1 - a 

(24c) 

(25«) 

(256) 

(26) 

dw 

~di 

. » + s w + w f % ™ 
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where 

Aph2 

lxAxV(0) 

is the channel Reynolds number , and 

Sh2 

D= 

is the dimensionless drag per unit velocity. Note that if we 
assume Stokes drag around spherical particles of radius a, then 
S = 9/j./2a2, and therefore D = (h/a)2. 

The boundary conditions are 

R = (28a) 

(28Z>) 

w ( 0 ) = l 

dw 

w(l) = 0 

(0) = 0 

Mftd{=<a>. 

(29a) 

(29b) 

(29c) 

(29d) 

Let us seek a solution for D large. This assumes that the 
channel is many particle diameters wide. The outer solution 
assumes f =0(1 ) . With D large, we must have /3 large, or dw/ 
df small, or a small. From equation (26), we see that with 
R = 0(l), if dw/d$ is small, (3 must be large. With dw/d$ = 
D qg, and (3 = Z ) ^ ' , we have a + D qa', and 6 ' 

( 9 / 8 ) ( a „ / a ' ) - In order to obtain a balance in equat ion (27), 
we must have q = 1. 

Let us assume for the moment that the region with a small 
is near the wall, and that the region with dw/dt; small is in a 
region around the center of the channel, which we shall call 
the core. Then in the core we have a = a m . The resulting ap
proximate particle concentration is given by 

'o, r<r< i , 
(30) 

where f* is the location of the edge of the core. In the clear 
fluid region, the fluid velocity must satisfy 

dw 
= - * r 

so that 

w=- -R(?-l) 

(31) 

(32) 

At r , we have w( f* ) = - (R/2)[($*f- 1] = 1. Thus , we 
see that R = 2 / [ l - (f*)2]. If 1 - f* = 0(1), we see that R = 
0(1). Since < a > = a,„f*. we have 

R = 
/<«>y 

Note that R is not small when < a > is near am. 

The Transit ion Layer 

We next show that a layer exists at f = f* where a makes a 
transition from a,„ to 0, while dw/d£ goes from 0 to -R£*. 
Note that finding the appropriate a forces dw/d{ to have the 
proper behavior. 

We let f = f* + D'pt' • The right-hand side of equation 
(26) becomes - /?f* to first approximation. Using this, we 
obtain a balance in equation (27) for p = 1/2, and dw/df 
can be eliminated to give 

• ' 

~~~~~\--X \ 
N\ 

\ \ 

\ 
\v 

-4.00 -2.00 0.00 2.00 4.00 6.00 

( 
Fig. 1 Transition layer, for two different parameter sets. See the text 
for parameter values. 

0.00 0.20 0.40 0.60 0.80 1.00 

<a> 
Fig. 2 "Effective Viscosity." The different curves for large < « > are 
the result of the asymptotic analysis for different values of D. The curve 
with the shorter dashes represents 0 = 50 and the one with longer 
dashes represents D = 200. 

dF2 + Ma) \dlr) + / 2 ( a ) = 0 (34) 

(33) where 

/i(a)= .. . . + 
•Q + bfi) -. +bpl 

I—a 

I'M 

M«) = 
l 

i + bpl - bn 

1 

a 2a 
1 - a 

1 

/ ' ( a ) S + bpi-bfl 

/ (« ) = 

1-a l + (/3-l)a 
I - a j 

P + k 
l + (/3-l)a 

(35a) 

05b) 

(35c) 

It is not known under what conditions the solutions to equa
tion (34) exhibit the proper behavior. Numerical solutions to 
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equation (34) with bn = - 3 / 2 0 , bpl = - 3 / 2 0 , and £ = 
- 9 / 3 2 (dashed curve) and with bn = - 3 / 2 0 , bpl = - l , a n d 
£ = 1/4 (solid curve) are shown in Fig. 1. Other solutions were 
attempted with bpl = 0, but the derivative da./d{ was positive 
for a near am. Apparently, the usual models (with bpX = 0) 
do not have enough "particle diffusivity" to balance the lift. 

Wall in the Transition Layer 

When f* = 1 - o ( l ) , the clear-fluid layer no longer exists, 
and the wall lies in the transition layer. In this case, R need 
not be O(l). If we let f* = 1, we see that the same approxi
mation holds in equations (26) and (27), leading to the same 
equation (34) for a. The difference is that the boundary con
ditions are not those of matching at f' = oo, but instead we 
must impose 

w(0) = 0. (36) 

In addition, we have 

<a>=am+ \_aa'(ndr (37a) 

and 

(376) 

The integration can be done numerically using a change of 
variables so that if the integration of equation (36) has pro
ceeded to some point f0, both < a > and R can be obtained 
from equations (37a and b) by letting f' be replaced by f' - f0. 
Note that R depends on D. Figure 2 is a plot of R versus < a > 
using the analysis alluded to above for <a> near a,„. The 
conditions for Fig. 2 are b^ = - 3/20, bpl = - 3/20, and £ 
= - 9 / 3 2 . 

Effective Viscosity 
Figure 2 can be interpreted in terms of the effective viscosity 

of the particle-fluid flow in Poiseuille flow. One sensible way 
to define viscosity is to require that for a single-phase fluid of 
that viscosity, the same pressure drop gives the same centerline 
velocity. The value of R for a single-phase fluid is 2. Thus, 
the effective viscosity based on the centerline viscosity is given 
by 

The centerline velocity is not a useful quantity for defining 
macroscopic parameters since it is not imposed on the flow 
through external means. Attempting to interpret effective vis
cosity in terms of the mass flux is equally unsatisfactory. 

Conclusion 
The equations of motion described in this paper are capable 

of describing the distribution of concentration and velocity in 
the viscous shear flow of a particle-fluid mixture. It also shows 
the sensitivity of the flow to some of the parameters needed 
to provide constitutive equations for the mixture. In particular, 
the Poiseuille flow of a particle-fluid mixture in a channel 
results in a flow with a strong structure. The structure which 
occurs consists of a core of particles which are sufficiently 
"packed" so that they cannot shear, surrounded by a clear-
fluid layer where all the shear occurs. The motion is insensitive 
to the value of the lift coefficient L. Also, the motion seems 
to be sensitive to parameters that give an effective particle 
diffusion. As discussed earlier, these include the Reynolds pa
rameters bjx and bp], and the interfacial pressure coefficient 

£. The parameter bn is always "anti-diffusive." The parameter 
bpX is always diffusive. With £ > 0 , a sufficiently large value 
of the particle Reynolds stress coefficient bplis needed to com
pensate for the "anti-diffusive" nature of £. 

The presence of this particular structure has several impli
cations. First, if such a structure occurs in a flow, one must 
be careful in interpreting measurements of fundamental quan
tities such as mixture viscosity. The quantity measured may 
be strongly dependent on the structure. Second, this flow is 
not useful for measuring any of the quantities which cause the 
particle separation, even though one (the lift) is large. The 
reason for this is that the flow becomes so degenerate. 

The presence of such a structure in this flow may allow the 
efficient filtration of such a mixture. Since no particles are 
near the walls, if fluid can be drawn through the walls without 
destroying the transition layer, then no particles will stick to 
the wall to impede the further flow of fluid through them. For 
this to occur, the transition layer must be stable. If perturbing 
it causes it to disappear, or to become unsteady or wavy, the 
desired property of no particles near the wall may not occur. 

The physical form of the transition layer is similar to many 
structures observed in particle-fluid systems, for example, the 
top of a sediment layer in a river, the "wall" of a bubble in 
a fluidized bed, and the wall of a spout in a spouted bed dryer. 
In all of these examples, the stability of the layer is important. 
Consider, for example, the top of a layer of sediment being 
overwashed with a fluid. If the fluid flows fast enough, the 
layer will become unstable and erosion will occur. The analysis 
performed here suggests only that the structure is "structurally 
stable," in that if the parameters are such that the layer exists, 
then changing them a very small amount will not destroy the 
structure. A dynamic stability analysis is needed to determine 
whether waves form, etc. 
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Previous studies have shown that normalized Reynolds shear 
stress and turbulent heat fluxes in asymptotic plane turbulent 
plumes are significantly higher than in asymptotic plane tur
bulent jets. This paper describes an attempt to relate this in
crease to the length scales in the flow. Hot/cold interface 
intermittency and integral-length-scale distributions were 
measured in both these flows. The interface-intermittency dis
tributions were found to be bell-shaped in the plume in contrast 
to a nearly top-hat shape in a jet, thus providing confirmation 
of the role of buoyancy in generating larger scales in plumes. 
These larger scales cause the integral length of turbulence in 
the plume to increase by nearly 15 percent relative to the non-
buoyant jet. 

Nomenclature 
bu = velocity half width 
b, = temperature half width 
D = nozzle width at exit 
fc = hot/cold interface crossing 

frequency 
g = acceleration due to gravity 

/„,/„ = integral length scales for u 
and v velocity fluctuations 

Rj = exit Richardson number = 
-_Ap>\ gD 

(=?) Pj / U/ 
Rmi'Rvv = correlation functions for u 

_ and v fluctuations 
T = local mean temperature ex

cess 
Ta = ambient temperature 

mean square temperature 
fluctuations 
time scale 
jet exit velocity 
centerline velocity 
mean velocities in the x 
and y directions 
mean square velocity fluc
tuations 
coordinates along and per
pendicular to flow axis 

? 

_Ujn 

u,v 

x,y = 
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AT: 

Pj 
Q 

exit temperature excess 
y_ 

bu 
density at nozzle exit 
hot/cold interface intermit
tency 

1 Introduction 
Early studies by Rouse et al. [1] established the basic growth 

and decay laws of plane turbulent jets and plumes. In a plume 
flow, the driving force is buoyancy, i.e., a plume orginates 
from a source of buoyancy. In a plane plume, the buoyancy 
and momentum forces are comparable. On the other hand, a 
jet flow is due to a source of momentum. Figure 1 describes 
the characteristics of a jet and plume. Kotsovinos [2] char
acterized the behavior of the velocity and temperature fluc
tuations as well as the turbulent/nonturbulent interface in a 
plume flow. More recently, Ramaprian and Chandrasekhara 
[3, 4, 5] measured both the mean and turbulence properties in 
asymptotic plane plumes. These studies have shown that, when 
properly scaled by using the centerline velocity Um and the half 
widths b„ or b, (of the velocity or temperature distributions, 
respectively), the normalized turbulent stresses and heat fluxes 
are significantly higher in plumes. In particular, the normalized 
Reynolds shear stress has been found to be about 50 percent 
higher in plumes than in jets. This is seen from Fig. 2 taken 
from [5]. Such large increases imply corresponding increases 
in the eddy momentum and thermal diffusivities. This increase 
has been attributed to the production of larger scales in the 
flow by gravitational instability induced by buoyancy (Kot
sovinos [2]). This note reports some quantitative results of 
comparative measurements of the intermittency and integral 
length scales in plumes and jets. These results not only confirm 
that buoyancy increases the length scales in the flow, but also 
would directly be useful in modelling such flows. 

2 Experimental Procedure 
2.1 Description. Plane turbulent jets and plumes were pro

duced by injecting hot water vertically upward from a 250 mm 
span x 5 mm width (D) nozzle into cold water contained in 
a hydraulic flume. The details of the experimental set up and 
the individual experimental conditions can be found in [3]. 
The experiments of relevance to this paper are identified as 
MSC2, and MSC3. Flow MSC2 is a heated (but, slightly bouy-
ant) vertical plane jet with an exit Richardson number of 0.0008. 
Flow MSC3 is a positively buoyant, plane plume flow with an 
exit Richardson number of 0.05, and reaches asymptotic state 
by x/D = 30, where x is the distance downstream from the 
plume exit. In both the cases, detailed experiments were carried 
out at streamwise stations corresponding to x/D = 30 and 50. 
Table 1 lists the exit conditions namely, the exit velocity Uj, 
exit temperature 7}, and ambient temperature Ta for the two 
flows. The mean and turbulent flow properties of these flows 
have been fully documented in [4, 5]. 
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Fig. 1 Schematic and nomenclature of a plane turbulent jet and plume 
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Fig. 2 Reynolds shear stress distribution in plumes. Plume MSC3: x, 
xlD = 20, o, xlD = 30, A, xlD = 40, v , xlD = 60; jet MSC2 (from 
[5]). 

Mean velocities (U, V) and turbulent stresses (u2, v2) were 
measured using two-component, frequency-shifted laser Dop-
pler anemometry. The optics were set up in the forward-scatter 
mode and frequency trackers were used for signal processing. 
Temperature (T) and its fluctuations (?) were measured using 
cold-wire resistance thermometry. The data were low-pass fil
tered at 50 Hz, digitized at 100 Hz and acquired with a HP-
1000 mini-computer. The sampling frequency of 100 Hz was 
selected after ascertaining that the spectral bandwidth of tur
bulence in the plumes was within 0-50 Hz. A total of 61440 
samples per channel (of each U, V, and 7) were collected. These 
data were used to compute the hot/cold interface intermit
tency, turbulent spectra, autocorrelations and length scales. 

The integral scales were obtained from the autocorrelation 
functions Ruu and Rm of T? and t?, respectively. For this pur
pose, first the spectra of the turbulent velocity fluctuations 
u2 and v2 were estimated using the discrete fast Fourier trans-

Table 1 Experimental conditions 

Flow designation 

MSC2 
MSC3 

t/yCm/s 

30 
10 

AT/C 
3.29 

23.2 

Ta°C 

23.0 
24.2 

RJ 
0.0008 

• 0.05 

form technique. A total of 60 spectra, each computed over 
1024 samples were used to obtain the mean spectrum in each 
case. Next, the autocorrelation functions were obtained by 
computing the inverse Fourier transform of the mean spectra. 
The integral time scale t^,(4> = u or v) of turbulence was then 
obtained from the definition: 

{oo 

0 Ru{j)dT. (1) 

Finally, the integral length scale /0 was obtained using the 
Taylor approximation: 1$ = — Ut$. 

2.2 Determination of Intermittency. Since the experiments 
involved heated water being discharged into a cold ambient, 
one could use the instantaneous local temperature as a tracer 
for identifying the presence of the jet/plume fluid. In this so-
called "heat tagging" technique, detection of the hot fluid 
anywhere indicates the presence of the jet/plume fluid there. 
Likewise, detection of the cold fluid implies the penetration 
of the ambient fluid into that region. This method of deter
mining the hot/cold interface intermittency is very attractive 
because temperature can easily and reliably be measured. It 
has been used, in the past, by several researchers (see for e.g., 
Weir et al. [6]). 

The digitized instantaneous velocity and temperature data 
recorded on disk were used for the estimation of the hot-cold 
intermittency. Following the usual procedure, a threshold level 
was selected to distinguish the "ho t" fluid from the "cold" 
fluid. When the temperature level was higher than that of the 
threshold, the corresponding samples were accepted as "hot" 
samples. The rest were treated as "cold" samples. The inter
mittency fi, was defined as the ratio of the number of hot 
samples to the total number counted. It is to be noted that Q 
is a measure of the intermittency associated with the crossing 
of the probe volume by the hot/cold interface. It is not nec
essarily a measure of the turbulent/non-turbulent intermit
tency. A procedure, well established from earlier studies 
(LaRue, [7]), was followed in the selection of the threshold 
level, record length, sample size etc. 

In addition to intermittency, the frequency with which the 
hot/cold interface crosses the probe volume was also deter
mined. The crossing frequency/,, is defined as the number of 
cross-overs per unit time in a given length of sample. No 
distinction was made between hot-cold and cold-hot crossings. 
The crossing frequency at each point was estimated at the same 
threshold level as that used for the estimation of Q. 

3 Results and Discussion 
3.1 Intermittency Studies. The distribution of the hot/cold 

interfacial intermittency and the crossing frequency for flows 
MSC2 and MSC3 are shown in Figs. 3(a) and 3(b). In the jet, 
the intermittency is uniformly equal to 1 in the central part 
and drops sharply beyond r/ = y/bu ~ 1.0. The distributions 
at x/D = 30 and 50 are seen to be fairly self-similar and 
resemble the distributions of turbulent/non-turbulent inter
mittency measured by Bradbury [8] and Gutmark and Wyg-
nanski [9]. The distributions of the crossing frequency fc, exhibit 
some asymmetry, but the maximum crossing frequency occurs 
at Q = 0.5, as expected. The frequencies encountered here are 
approximately 0 to 2.5 Hz which correspond to a nondimen-
sional wave number range of 0 < 2wfcbu/U < 3.0. 

In the plume, the intermittency at the centerline is = 0.92 
- 0.95 at x/D = 30, instead of the normally expected value 
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INTERMITTENCY 
CROSSING FREO. 

Fig. 3 Intermittency and crossing frequency distributions. (a,b) Nonbuoyant jet MSC2; 
(c,d) Plume MSC3. Uncertainties: y/6„: ± 0.06;!!: ± .05; crossing frequency: ± 0.25 Hz. 

Fig. 4 Distributions of length scales across the flow, (a) Nonbuoyant 
jet MSC2; (b) Plume MSC3. Uncertainties: ylb^ ±0.06; //&„: ±0.06. 

of 1. This interesting result indicates the presence of cold fluid 
for about 5 to 8 percent of the time, in the core of the plume. 
It thus suggests that eddies larger than the width of the plume 
entrain the outer cold fluid at this station. The intermittency 
distribution evolves in the stream wise direction, and fl attains 
a value of unity at the centerline by x/D = 50 (Fig. 3(b)). The 
more significant result, however, is the bell-shaped intermit
tency distribution in the asymptotic plume in contrast to a flat-
topped distribution characteristic of nonbuoyant jets. The 
maximum crossing frequency in the plume at x/D = 50 is 
about 1 Hz which corresponds to a nondimensional wave num
ber of about 1.3, a value significantly lower than the value of 
about 3 in the nonbuoyant jet. 

The bell-shaped intermittency distribution indicates inter
mittent mixing in a large part of the interior of the plume, i.e., 
there is a significant amount of direct transport of ambient 
fluid by large eddies even in regions of maximum shear stress 
in the plume (around -q = 0.7). In the case of the jet, the 
intermittency in this region is almost unity, indicating that 
large eddies do not penetrate this deep into the jet. The only 
manner in which the ambient fluid eventually mixes with fluid 
in the interior of the jet is via smaller scale interaction and 
transport. The intermittency studies, thus clearly indicate that 
the large eddies in the plume are larger than in a jet and are 
responsible for significant transport even near the core of the 
plume. 

3.2 Length Scale Distributions. The presence of the relatively 

larger eddies in the plumes was also confirmed by the data on 
the integral length scales of turbulence in plumes and jets. The 
distributions across one half of the flow are presented in Fig. 
4(a) and 4(6) for the nonbuoyant jet MSC2 and plume MSC3. 
Flow MSC2 has constant length scales /„ and /„ over the range 
?) = 0 to 1. The distributions of these scales do not change 
appreciably from x/D = 30 to x/D = 50 in the jet, indicating 
a fairly well developed structure of the flow. In the plume 
MSC3, however, the length scales (especially /„) increase as the 
plume evolves from x/D = 30 to 50. It can be seen that, on 
the average, both the length scales /„ and /„ are eventually 
increased by buoyancy by about 10 to 15 percent relative to 
the nonbuoyant jet. 

4 Conclusions 
The present study confirms that buoyancy augments the 

large scales of turbulent motions. These motions, which are 
of the order of the width of the plume, are responsible for 
causing the mixing between the plume and the ambient to be 
intermittent even in the region of maximum shear stress. They 
also cause the integral scales of turbulence in the plume to be 
about 10-15 percent higher than those in a nonbuoyant jet. 
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